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ABSTRACT 

We propose and explore actuating a smartwatch face to ena-

ble extended interactions. Five face movements are defined: 

rotation, hinging, translation, rising, and orbiting. These 

movements are incorporated into interaction techniques to 

address limitations of a fixed watch face. A 20-person study 

uses concept videos of a passive low fidelity prototype to 

confirm the usefulness of the actuated interaction techniques. 

A second 20-person study uses 3D rendered animations to 

access social acceptability and perceived comfort for differ-

ent actuation dynamics and usage contexts. Finally, we pre-

sent Cito, a high-fidelity proof-of-concept hardware proto-

type that investigates technical challenges. 
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INTRODUCTION 
Exploiting the full potential of smartwatches requires useful 

and usable input and output. This is challenging considering 

the small form factor and wearable context. Existing research 

has primarily focused on smartwatch input [7, 12, 14, 16, 19, 

21, 29, 37, 46, 57, 65, 72] with little work on output. Smart-

watch output has mainly focused on extending the display 

region such as projecting visual content onto the forearm 

[45], adding a miniature secondary display on the watch band 

[4], adding a second watch face [63], or converting the entire 

watch band into a touchscreen [38]. Haptic output has also 

been explored, and was found effective in many usage sce-

narios. Examples include vibrating [34] or dragging a physi-

cal tactor across the skin [27] to deliver non-visual messages.  

We propose extending smartwatch output by physically ac-

tuating a watch face in five ways: rotating on its normal axis, 

hinging on side, rising vertically, translating along the fore-

arm, and orbiting around the wristband (Figure 1). These 

movements can be used for a variety of new interactions. For 

example, when a user has dirty hands (e.g. gardening), the 

watch face can translate outside of a shirt sleeve to make it 

visible when a notification arrives. When a user is carrying 

something heavy, the watch face can orbit to a visible part of 

the watch band. When a user shows a picture on their watch 

to someone else, the face can hinge towards the other person 

to provide a better viewing angle. If a user needs to receive 

GPS navigation instructions while they do something else on 

the watch, the face can physically rotate to indicate when to 

turn a corner. Finally, the watch could rise when the phone 

rings, enabling the user to decline the call eyes-free by press-

ing the face down like a haptic force-feedback button.  

Our focus is on the Human-Computer Interaction aspect of 

an actuated watch, we iteratively evaluated prototypes of dif-

ferent fidelities presented in different formats. In our first 

study, we elicit user feedback from 20 participants about ac-

tuated watch movements in seven usage scenarios via con-

ceptual videos using a passive prototype. The result con-

firmed the usefulness of an actuated smartwatch for address-

ing limitations of a fixed watch face. To further advance our 

understanding, we conducted another 20-participant study to 

investigate the social acceptability and comfort of various ac-

tuation dynamics when performed in front of different audi-

ences. Forty actuations were presented using 3D animations. 

The results suggest kinds of movements that should be 

avoided in certain situations. Finally, we present a high-fi-

delity hardware prototype called Cito. The device is com-

posed of a miniature LCD display and a modular mechanical 

system supporting all five actuated movements using elec-

tronic actuators (gear motors) with controlling circuits. This 

paper investigates technical challenges and demonstrates in-

teraction techniques in way that is closer to a real device. 
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Figure 1. Actuated face movements and usage scenarios: (a) face orbiting for view adaption; (b) face translating outside sleeve;  

(c) face rotating to indicate an important call; (d) face tilting for sharing; (e) face rising for force feedback. 



 

 

Our primary contributions are: 1) the concept of an actuated 

smartwatch with five kinds of movements; 2) a set of inter-

action techniques that address limitations of a fixed watch 

face; 3) the results of a user study with a passive prototype 

that validates the usefulness of the concept; 4) the results of 

a user study using 3D animations and a passive prototype that 

evaluates acceptability and comfort of different parameters 

of actuation; 5) the design and implementation of a working 

proof-of-concept high fidelity prototype.  

RELATED WORK  

We review related research in novel smartwatch interaction 

techniques, self-actuated mobile, and wrist wearable devices.  

Smartwatch Input  

For the most part, research on input techniques has been fo-

cused on methods that can go beyond touchscreen input. Ex-

isting techniques include using the bezel [8], outside of the 

watch case [44], or the watch band [54] as an interactive 

touch surface. It is also possible to physically rotate the 

watch frame [50], twist, tilt, or push the watch face like a 

joystick to trigger different actions [68]. An external device 

(e.g. a smartphone) can also be used to enable joint-device 

interactions [13]. Doppio [63] introduces a second 

touchscreen that can be used as a tangible input device. An-

other major approach explores using the space near the 

smartwatch for input. For example, Skin buttons [32] has 

touch sensitive buttons on the skin near the watch. SkinTrack 

[73] senses continuous finger movement on the forearm. Ab-

racadabra [22] senses the finger movement in the mid-air 

around the watch. Gesture Watch [30] uses proximity sen-

sors to detect mid-air hand gestures. Blasko et al. [9] used a 

retractable string to interact with the smartwatch. Last but not 

least, pinch (e.g. thumb touching the other fingers) [1, 7, 16, 

23, 37, 46, 61, 72] and hand postures (e.g. fist or thumb-up) 

[16, 19, 57, 72] have been used to interact with the smart-

watches using the watch hand. 

Smartwatch Output 

In contrast, little research has been focused on output. A ma-

jority of work in this class has been focused on extending the 

display of the smartwatches. For example, Lenovo’s concept 

smartwatch [4] has a miniature second display, which can 

only be viewed by holding it to the eye. Doppio [63] double 

the size of the display by adding another touchscreen to the 

watch. The screen of the Ken Xin Da’s smartwatch [3] can 

be slid open to review a hidden keyboard. AugmentedFore-

arm [45] extends the smartwatch display to the entire fore-

arm. Other approaches convert the entire wristband into a 

touchscreen [11, 38]. Haptics has also been used for output. 

Aside from the well-studied vibrotactile feedback [34], re-

searchers have proposed to use air flow [33] and dragging 

the skin [27] to deliver haptic messages. Haptic force feed-

back can enable rich interactions [64] but it has not been 

made available on a smartwatch. Our approach provide force 

feedback via actuating the watch face in a vertical motion, 

similar to [64]. The physical movements of the screen can 

also serve as visual output in addition to the screen contents. 

Actuated Mobile Devices 

Larger actuated user interfaces have been widely studied in 

tangible UIs [40, 43, 51, 53, 67], novel display techniques [6, 

18, 28, 35, 36, 42, 47, 56, 66], and shape changing devices 

[17, 20, 24-26, 48, 49, 59, 69]. Shape changing and self-ac-

tuated smartphones provide useful insights to our research. It 

has been shown that deforming the body of a smartphone can 

be used for input [31, 62] or providing dynamic affordances 

[59]. More relevant to our research is the wide range of pre-

vious work in self-actuated smartphones. For example, The 

Ambient Life project [24] and Shape-Changing Mobiles [25] 

use device shape change to provide haptic feedback. Dimi-

triadis and Alexander [17] evaluated the effectiveness of 

shape change in delivering haptic notifications. Animate Mo-

biles [26] use shape change to show status change on a 

smartphone. Gomes, et al. [20] studied how effective visual 

shape change can be used to deliver various notifications. 

Vibkinesis [69] change the device orientation to show miss-

ing notifications. Finally, emotional expressions can be con-

veyed more expressively using a shape changing mobile 

phone [48, 49]. Rovables [15] is a wearable display that 

crawls on the body but it was not designed in a watch form 

factor. We show that the aforementioned benefits in output 

can be brought into a small watch form factor via an actuated 

watch face, alone with many other unique benefits.  

Actuated Wrist Wearables 

Our literature search revealed little work in shape changing 

or self-actuated wrist wearables. SmartSound [2] and 

Lenovo’s flexible smartphone [5] can be manually bent 

around the wrist to form a wristband. LineFORM [41] and 

PneUI [70] are self-actuated conceptual devices that can 

transform into the shape of a wristband but they do not func-

tion like a regular smart wristband. More importantly, none 

of these devices provides the look and feel of a wrist watch. 

Samsung’s patent of a flip screen smartwatch [71] is most 

relevant to our work. However, the device’s display can only 

hinge open from the south side of the watch. We set apart our 

research from this conceptual device by exploring five dif-

ferent ways a watch face can be actuated. We also propose a 

set of new interaction techniques enabled by these move-

ments to facilitate interacting with a smartwatch in different 

contexts. Finally, we investigated issues associated with so-

cial and comfort acceptability of this new concept.  

WATCH FACE ACTUATION SPACE 

A rectangular watch face can be actuated in many different 

ways, we focus on rigid body transformation with five one-

dimensional linear movements, Hinging, Translation, Rota-

tion, Rising, and Orbiting. We describe them in detail, then 

discuss common parameters that can affect the movements. 

Hinge. The face tilts open to a certain degree (e.g. 0° to 180°) 

in a desired direction (e.g. north, east, south, or west side of 

the watch face). The face stands vertically (e.g. perpendicu-

lar to the wrist) or flips outwards up-side-down after hinging 

90° and 180° respectively. Samsung’s smartwatch patent 

[71] hinges in one direction, south. 



 

 

Translation. The face moves parallel to the forearm. For in-

stance, moving the face away from the west side of the watch 

translates the face to the dorsal of the forearm. Translating 

the face towards the northwest side of the watch moves the 

face to somewhere in the mid-air.  

Rotation. The face pivots around the normal vector of the 

watch base. In principle, the rotation axis can be anywhere 

on the watch face but we focus on the center. The watch face 

is viewed in a portrait mode after rotating 90°, and rotating 

the face 180° turns the face up-side-down. Although upside 

down has the same landscape aspect ratio as the default rest 

position, this can be clearly distinguished with visual cues. 

Rotated direction may be clockwise or counter-clockwise.  

Rise. The watch face moves in a dimension perpendicular to 

the screen (or z axis). When rising, the face lifts vertically to 

a certain height from the wrist. It can also move back to its 

rest position. 

Orbit. The watch face moves around the wrist band in either 

direction, and eventually returns to its rest position. For ex-

ample, the screen will be on the ventral side of the wrist mid-

way through a complete orbit.  

The five movements can be performed independently or 

combined. For example, the face can rotate while orbiting 

around the wrist, or hinge open during translation.  

Parameters of Face Actuation  

We use three parameters from Roudaut et al.’s actuation res-

olution for deformable surfaces [59]: amplitude, strength, 

and speed. We added a new parameter, cycle. 

Amplitude defines the distance between the start and end po-

sition of a face movement. This can be Euclidean (translation 

and rise) or angular distance (hinge, rotation, and orbit). For 

instance, the watch face in its rest position has 0° amplitude, 

and portrait mode has amplitude of 90° or 270°. The ampli-

tude of a movement depends on applications. For example, 

if the watch face needs to hinge towards the user’s eyes, the 

amplitude is determined by the angle between the orientation 

of the watch face and the user’s eyes. Amplitude is also lim-

ited by physical constrains. For example, the face can only 

hinge towards the west side of the watch until it collides with 

the forearm.  

Speed defines the time required to move the watch face from 

its rest position to the destination position. The speed of 

movement also depends on applications and the context of 

use. For example, rotating the face to show progress (e.g. a 

file download percentage) may vary in speed, depending on 

throughput. Speed is also limited by hardware. For example, 

DC motors are faster than stepper motors. In general, motors 

are faster than shape memory alloys.  

Strength defines the force needed to move the watch face 

from the start position to the maximum amplitude. A mini-

mum strength is needed to actuate the mass of the face, but 

strength can also be used for force feedback. For example, 

spring stiffness can be displayed haptically via the force re-

quired to push the screen down to the rest position from a 

certain height. The strength is also limited by hardware. For 

example, large motors capable of generating higher torque 

can provide higher strength than small ones.  

Cycle defines whether a movement is repeated. When per-

formed once, the watch face remains in the maximum ampli-

tude of a movement. When performed repeatedly, the move-

ment reverses after the face reaches the maximum amplitude, 

and repeats until it is stopped. Reversion is not necessary for 

orbit and rotate if they end at the rest position.  

ACTUATED SMARTWATCH INTERACTION 

With this actuation space, we posit three primary capabilities 

enabled by an actuated watch face.  

C1 - View Adaptation: The watch face can change its posi-

tion and orientation to facilitate users’ needs. When the 

screen is facing an awkward orientation, it can be automati-

cally turned towards user. This is useful when the user’s 

hands are not available.  

C2 - Shape Display: The physical movement of the watch 

face can be used as an auxiliary visual output channel. This 

can be a useful additional to the small display of smart-

watches. The watch face has five degrees-of-freedom (e.g. 

the five movements), providing richer expressions than the 

existing auxiliary output on smart devices, such as notifica-

tion LED. 

C3 - Force Feedback: The watch face can provide haptic 

feedback via various physical movements. This goes beyond 

the existing vibrotactile feedback on smartwatches and ena-

bles many new ways to interact with a smartwatch. 

We propose specific usage contexts where these capabilities 

would be useful to mitigate limitations of fixed faces. We 

evaluate the usefulness of these capabilities in each of these 

scenarios in a later section (figures in this section are taken 

from concept videos used in that evaluation). 

Watch Hand Unavailable (mitigated by C1) 

In many situations, the display of the smartwatch can face an 

awkward orientation but the hand wearing the watch (e.g. 

watch hand) is unavailable to adjust the watch face due to the 

hand performing a task. Carrying a heavy object is an exam-

ple (Figure 2b). In other situations, such as cycling, it is pos-

sible to temporarily take off the hand from the handlebar but 

this is not preferred due to safety reasons. With the current 

practices, the user will need to interrupt the task (e.g. put 

down the object) to free the watch hand before it can be used 

to adjust the orientation of the smartwatch. This can be in-

convenient for the user.   

With an actuated watch face, the screen can move automati-

cally towards the user’s eyes when a notification arrives. For 

example, when the hands are holding a heavy object in front 

of the body, the watch face can orbit to the ventral side of the 

wrist to allow the user to simply look down to see the screen 

(Figure 2c). When the user is cycling, the screen can hinge 



 

 

towards the user’s head to make it more visible. The face can 

also move to a closer location towards the eyes by translating 

along the forearm. This way the user can quickly look down 

to read the message without taking the hand off the handle-

bar. The same technique can be used to hide the watch face 

from untrusted people to protect privacy.  

 
Figure 2. Watch hand unavailable: (a) Passive low fidelity pro-

totype; (b) Watch faces the ground when the user carries an 

object; (c) Face orbits to the visible part of the wrist band. 

Non-watch Hand Unavailable (mitigated by C1) 

In many situations, the display of the watch can be covered 

by the sleeve but the user does not want to use a dirty hand 

(non-watch hand) to pull the sleeve to reveal the watch dis-

play (e.g. working in a construction site or gardening). In 

other situations, the user may want to hide the watch under 

sleeve to protect it from dust but the hands are dirty (Figure 

4a). Both situations can be inconvenient for the user because 

it requires the user to interrupt the current task or the sleeve 

and the watch may get dirty.  

With an actuated watch face, the screen can move automati-

cally outside the sleeve when a notification comes (Figure 

4c). This way the user does not need to interrupt the current 

task to see the notification. Similarly, the screen can move 

inside the sleeve (Figure 4b) when it receives a gestural com-

mand performed by watch hand [21]. 

 
Figure 3. Non-watch hand unavailable: (a) Watch face gets 

dirty when working in a dirty environment; (b) Face hides in-

side sleeve to avoid dust; (c) Face moves out of sleeve. 

Watch Unavailable (mitigated by C2) 

In many situations, the smartwatch may become temporarily 

unavailable to the user (e.g. for several minutes). For exam-

ple, when the user goes to a shower leaving the smartwatch 

on a desk, when the user is talking on the phone using the 

watch hand or when the battery of the smartwatch is dead, 

the smartwatch may become temporarily unavailable (Figure 

4a). When this happens, it is often that the user may forget to 

immediately check missing notifications when the device be-

comes available again. As a result, the user may miss im-

portant messages. The notification LED on many Android 

smartphones could be adopted on smartwatches. However, 

the LED is un-functional when the watch battery is dead. 

An actuated smartwatch can remind the user to check it if 

there is a missing notification by moving the watch face to a 

non-rest position. The odd appearance can catch the user’s 

attention when the device becomes available again. Different 

movement can be used to show different watch states (e.g. 

received a new notification, watch disconnected from the 

smartphone, etc.). This approach works after the battery is 

discharged (Figure 4b). It is similar to [69] but works in a 

smartwatch form factor with many more expressions.  

 
Figure 4. Watch unavailable: (a) Messages come when the user 

is away; (b) Face in an odd orientation as a reminder  

User Unavailable (mitigated by C2) 

In some cases, the user may only be able to divert their visual 

attention from their current task for a short period (e.g. play-

ing a video game or using a rotary tool) but reading the 

screen content may require a longer duration. However, 

smartwatch notifications composed of text messages may 

look alike and cannot be distinguished easily without reading 

the messages. Switching a user’s visual attention from the 

game is undesired as it may result in negative impact, such 

as losing the game. Similarly, taking the eyes off the rotary 

tool when working may have bad consequences. Audio and 

vibrotactile feedback is available in the current smartwatch 

but audio feedback may not work in these situations as the 

user may wear a headphone (Figure 5a) or due to noise of the 

rotary tool. Vibrotactile feedback can also be missed in many 

situations [10]. Distinguishing different notifications via vi-

brotactile feedback requires more cognitive overhead, and 

can be significantly slower and error prone than using visual 

feedback [55]. Ambient LED displays [39] are constrained 

to the 2D watch plane thus limited in output expressiveness.  

 
Figure 5. User unavailable: (a) User misses audio notifications 

when using a headset; (b) Face rotates to indicate an emer-

gency call; (c) Face mimics mouth movement to indicate a 

lunch appointment. 

An actuated smartwatch has five degrees of freedom so that 

the watch face can move in five different ways or in a com-

bined manner to provide distinguishable visual feedback to 

indicate different types notifications. Within each of the five 

movements, speed and amplitude can also be adjusted to pro-

vide even more different movements. The visual feedback 

can be expressive through the physical movement of the 

watch face. For example, hinging the screen open and close 

repeatedly can mimic an animated mouth, which can be used 

to indicate an upcoming lunch appointment (Figure 5c). Ro-

tating the screen fast can indicate an emergency call (Figure 

5b). These can be seen using glance even the display of the 



 

 

smartwatch is not directly facing the user’s eyes. Tapping the 

touchscreen stops the animation and transitions the face back 

to the rest position.  

Screen Space Unavailable (mitigated by C2, C3) 

An actuated smartwatch can also help mitigate issues intro-

duced by the small touchscreen. For example, multi-tasking 

is cumbersome on a smartwatch. Consider using a map app 

to navigate in a new environment while simultaneously read-

ing or texting a message.  This is difficult because the user 

must frequently switch between the messaging and map 

apps. Actuation is an alternative approach to using ambient 

LED displays [39]. Actuation also provides haptic feedback 

useful for eyes-free use.  

With an actuated smartwatch, the face orientation can be 

used to physically indicate the direction to walk. For exam-

ple, the face can rotate to point at the right direction for the 

user to follow (Figure 6b). The virtual canvas can rotate in 

an opposite direction to allow digital content to remain ori-

ented towards the user. The navigation works even when the 

user’s eyes are temporarily off the screen as the user can use 

the other hand to feel the screen orientation. This way the 

message app can remain in the foreground and the two apps 

can run simultaneously, avoiding switching between them. 

When the user arrived in the destination, the user can show a 

photo to a colleague with the watch face hinges towards the 

colleague. This way the user does not need to stretch the arm 

towards the colleague’s eyes (Figure 6a). 

 
Figure 6. Screen Space Unavailable: (a) Face hinges towards 

the guest for sharing; (b) Face rotates to show direction. 

Haptic Feedback (Introduced by C3)  

Haptic feedback can provide rich user experiences in many 

applications [64]. However, the existing smartwatches can 

only vibrate thus offering very limited haptic user experi-

ence. With an actuated watch face, force feedback can be 

provided first time on a smartwatch. Using the rising motion 

we are able to generate a force perpendicular to the 

touchscreen, similar to TouchMover [64] (Figure 13a). In a 

simple application allowing people to feel the rigidness of 

different virtual objects, the user needs to press the screen 

harder on a rigid object than on a soft one. Another way to 

provide haptic feedback is flipping the face open to physi-

cally ‘tap’ the back of the user’s hand (Figure 13b). This is 

an alternative way to notify the user about a message.  

STUDY 1: USEFULNESS  

The goal of the study is to validate the subjective reaction to 

actuated watch capabilities and their potential usefulness. 

We took a standard HCI research approach, where the con-

cept usefulness is assessed using a low fidelity prototype. 

Participants  

Twenty participants (9 female, ages 18 to 30) were recruited. 

Eight owned or had used a smartwatch previously.  

Low Fidelity Prototype 

We created a passive prototype approximately the same size 

as current smartwatches. It was 3D printed with moving parts 

connected using hinges and tracks to support four of the face 

movements: hinging, translation, rotation, and orbit (illus-

trated in Figures 3 to 6). Rise was not included due to imple-

mentation complexity. Actuation was accomplished by pull-

ing an attached fishing line, essentially using puppetry to 

simulate movements. The watch display was a colour paper 

print. Although somewhat crude, our low-fidelity prototype 

encouraged participants to focus on usefulness rather than 

details like hardware fit and finish, or specific interfaces with 

a high-fidelity prototype. 

Protocol 

Participants provided ratings and comments after viewing 

concept videos of actors using the prototype. Concept videos 

have been used successfully in previous evaluations for fu-

turistic devices such as shape-changing phones [52]. Using 

videos allowed our study to be highly controlled as partici-

pants had to saw the same demos. The videos also encour-

aged “suspension of disbelief”, allowing them to focus on the 

Cito concept, rather than implementation details. Seven rep-

resentative scenarios were chosen from the previous section 

(see Table 1). Haptic feedback was not included since it is a 

new capability for interaction rather than directly addressing 

a current limitation. For each scenario, participants watched 

a short video describing one of the examples from S1 to S7, 

and respond to the question “I see this is an issue of the cur-

rent smartwatches” using a 7-point Likert scale. Then they 

watched another video illustrating how an actuated watch 

face can be used in the same context, and they responded to 

the questions stating “this technique is useful” and “this tech-

nique looks enjoyable” also using 7-point Likert scales. We 

Scenario  Interaction Technique 

S1: User carries a heavy object in 
front of the body, and watch faces 
down (Figure 2b). 

T1: Face orbits to the other side of 
the wrist to make it visible (Figure 
2c).  

S2: Watch face exposed to dust or 
water (Figure 3a).  

T2: Face hides inside sleeve (Fig-
ure 3b) 

S3: Watch face occluded by 
sleeve. 

T3: Face moves out of sleeve to 
show a message (Figure 3c). 

S4: User plays a video game with 
a headset when notifications come 
(Figure 5a). 

T4a: Face rotates to indicate an 
emergency call (Figure 5b). 

T4b: Face acts like an open/close 
mouth to show a lunch appoint-
ment (Figure 5c) 

S5: User forgets to check notifica-
tions after shower (Figure 4a).  

T5: Face stays at 45°to remind the 
user to check the missing notifica-
tions (Figure 4b).  

S6: User multi-tasks by switching 
between message and map app 

T6: User texts on the watch, and 
face rotates to indicate direction 
(Figure 6b) 

S7: User shares a photo with a 
friend  

T7: Face hinges towards the friend 
(Figure 6a)  

Table 1. Tested scenarios and actuated smartwatch techniques 

 



 

 

encouraged participants to think about alternatives and rate 

Cito low if they saw it as less useful. Scenarios and tech-

niques were kept simple so ideas were conveyed easily. The 

accompanying video provides examples of the concept vid-

eos with the prototype.  

Results  

Study results were analyzed using Friedman signed-rank 

tests with Wilcoxon tests used for pair-wise comparisons 

with Bonferroni corrections. Friedman test yielded a signifi-

cant difference in Scenarios (χ2(6) = 20.993, p < 0.01) and 

Technique Usefulness (χ2(7) = 22.59, p < 0.01). There was a 

borderline significant difference in Technique Enjoyment 

(χ2(7) = 14.204, p = 0.048). 

Overall, median ratings for all scenarios were above 4 indi-

cating all or most participants perceived the issues portrayed 

in each scenario as a current problem with smartwatches. S3 

(sleeve occlusion) and S6 (multi-tasking) had median scores 

of 7 (with 1 being strongly disagree and 7 being strongly 

agree). Participant comments indicate sleeve occlusion is fre-

quent, “I have this problem a lot” (P11), and frustrating, “I 

always get fussed when a message come but I can't take a 

look at it while cooking” (P4). Participants noted a similar 

issue when “both my hands are occupied by some small 

stuffs” (P1). For multi-tasking, participants said switching 

between apps is annoying and challenging, “It's hard to mul-

titask on such a small screen” (P7). S7 (sharing) received a 

low median score of 5, significantly lower than S3 and S6 (p 

< 0.05). Participant comments indicate they did not think 

sharing is a problem because content on smartwatches is not 

typically shared. However, if sharing was common, they 

agreed it was difficult with current smartwatches, “not a 

problem I generally have but can see how it would be” (P11). 

 
Figure 7. Median ratings for: scenario usefulness; technique 

usefulness; and technique enjoyment. Error bars show 95% 

confidence intervals. 

Median ratings for technique usefulness were all above 4, in-

dicating all or most participants considered the proposed in-

teraction techniques useful for addressing the issues de-

scribed in the scenarios. T6 (multi-tasking) had a median 

score of 7. Participants considered it “one of the coolest fea-

tures” (P12). T1 (reorienting face), T3 (escaping sleeve), 

T4a (emergency call), T5 (notification reminder), and T7 

(hinge for sharing) all had median scores of 6. Participants 

liked T1 and considered it “very handy!” (P7). They saw 

themselves using T3 to solve the sleeve occlusion problem, 

“ I would definitely use this feature.” (P10). Showing notifi-

cations using shape display (T4a and T4b) was considered 

cute (P6), nifty (P7), and useful, “I like playing computer 

games a lot. I will take advantage of it.” (P9). Note that T4b 

(mouth movement) was considered less suitable in public as 

it “could be strange and awkward” (P8). Participants liked 

T5, “it is amazing. I have suffered this many times before, 

and it should work using the proposed method” (P2). T7 was 

also considered useful, and can be handier than simply tilting 

the watch face towards a guest. Finally, T2 (hiding inside 

sleeve) was rated less useful than T6 (p < 0.05) (but no sig-

nificant difference from the others) because it requires the 

users to wear a sleeve. Participants commented that a water 

and/or dust proof solution could also be helpful. For all but 

one scenario, at least half of the eight smartwatch users en-

countered the situation more than once. 

Median ratings for technique enjoyment were all above 5, 

indicating all or most participants enjoyed the face move-

ments. It is worth mentioning that T6 received a rating of 7 

again in addition to usefulness. Overall, the result is promis-

ing as enjoyment is an important fact that motivates people 

to use a technology [58].  

Discussion 

The result confirms the proposed interaction techniques are 

useful in mitigating smartwatch issues. Participant com-

ments also suggested aspects for further study. 

Social acceptability. An actuated smartwatch will be worn 

by the users in a variety of different social environments. 

However, a moving watch face may possibly impose nega-

tive impacts to the user. Our study has shown that partici-

pants worried about using T4b in public as the movement 

could be “disturbing to the others” (P8, P9, P11, P12).  

Comfort and safety. Wearing comfort may affect the usabil-

ity of the device as the watch face may hinder normal hand 

movements in certain situations, such as sporting (P9, P11). 

Safety is an important concern for many actuated hardware 

user interfaces as the moving part may potentially harm the 

user. A participant asked “is the movement harmful to the 

skin?” (P11). Another participant worried that “the track 

might cut myself when exposed” (P12). 

Meanings of face movements. There was some disagreement 

between our design and user’s expectation of the meanings 

of different face movements. For example, a participant ex-

pect to see “lift rather than rotate” (P4) in T5. Another par-

ticipant thought that instead of feeling like a notification, ro-

tating the face 45° feels “like it is broken” (P13).  

Among these, social acceptability is arguably the most im-

portant at the current stage of this research. In the next sec-

tion, we present our study, investigating the social ac-

ceptance. We also saw that comfort of face movements could 

also be briefly assessed using our low-fidelity prototype.  

STUDY 2: SOCIAL ACCEPTABILITY AND COMFORT 

The goal is to assess social acceptability and perceived com-

fort for different actuation dynamics and usage contexts. 



 

 

Participants 

Twenty participants (6 female, ages 22 to 30) were recruited. 

Nine either owned or had used a smartwatch previously.  

3D Animations 

We illustrated different face actuation dynamics using 3D 

modelling and animation software. A 3D model of a smart-

watch face with texture mapped display and a watch band 

were placed on and around a 3D model of a human arm.  A 

virtual camera was positioned to mimic the view of a person 

wearing the watch. Ambient diffuse light provided a clear 

view of face movements with minimal shadows. Each silent 

animation lasted 4 to 100 seconds. Figure 8 shows frames 

taken frames from each of the five movement types. 

In the study, participants viewed the animations and an-

swered question. Participants could also try on the low fidel-

ity prototype used in Study 1 and manually actuate the move-

ments like the animations using their hands. This gave some 

sense for what different actuations felt like. This general 

method using video prototypes has been also used to identify 

acceptable or unacceptable interaction techniques [58]. 

 
Figure 8. Example animation frames (top row): rotate 45°, 

translate small, hinge small; (bottom row) rise large, orbit 90°. 

Face Movements 

Each animation illustrated a face movement type (rotate, or-

bit, etc.) with different levels of three actuation parameters: 

amplitude, cycle, and speed. Animations cannot easily illus-

trate the strength parameter, so it was not included. The se-

lected levels were informed by pilot evaluations.  

Amplitude had two levels: small and large. For hinge and ro-

tation, we used 45° and 90°. For orbit, we used 90° and 180° 

since the pilot showed 45° orbits were difficult to notice. For 

translate, the small amplitude was the face width (to move 

the face to the west side of the watch) and the large amplitude 

was 4 times the face width (to move the face to the middle of 

the forearm). For rise, the amplitudes were 1.5 and 5 times 

the face thickness, similar to [52]. For simplicity, we only 

tested one movement direction. Cycle had two levels: a sin-

gle movement or three cyclic repeated movements. Speed 

had two levels: slow and fast. When the face moved slowly, 

each small movement completed in 5s and each large move-

ment in 10s. When the face moved fast, the movements fin-

ished in 0.3 and 0.6s for small and large amplitudes respec-

tively. These remained the same for all the movements.  

All combinations of 2 settings with 3 parameters produce 8 

different animations per movement type, 40 animations for 

all 5 movements. Note the speeds and amplitudes were only 

used to demonstrate actuation dynamics for the purpose of 

relative comparison, they do not represent real device speeds.  

Protocol 

The study was implemented as a web form, but participants 

completed the study in a lab with the experimenter present. 

For each type of face movement, the form presented 8 em-

bedded animations illustrating different movement dynam-

ics. Participants were free to view the animations or try the 

low fidelity prototype as many times as they wished before 

or while answering questions.  

Below each animation was a series of form elements to an-

swer three questions. The first question was about social ac-

ceptability. Participants were asked to imagine wearing the 

actuated watch in the presence of different people represent-

ing different social situations.  Then, for each animation, the 

participant answered yes-or-no regarding which audience(s) 

(“Alone”, “Partner”, “Family”, “Friends”, “Colleagues”, 

“Strangers”) they would feel comfortable with while wearing 

a watch that actuated in the way shown in the animation. 

They also answered yes-or-no indicating whether they would 

be bothered by an actuated watch face worn by a member of 

those same audiences (except “Alone”). Finally, participants 

also rated the perceived comfort when the watch actuated in 

the way shown in the animation using a 7-point Likert scale.  

Results 

The two social acceptance yes-or-no responses were ana-

lyzed using Cochran’s Q test with McNemar’s test for pair-

wise comparisons. Comfort Likert ratings were analyzed us-

ing Friedman test with Wilcoxon test used for pair-wise com-

parisons. Significance levels were adjusted using Bonfer-

roni’s correction when multiple tests were taken.  

Social Acceptance 

For the question “With whom you are willing to use face ac-

tuation?” there was a significant difference in Audience 

(χ2(5) = 1278.68, p < 0.001), Movement (χ2(4) = 262.59, p < 

0.001), Speed (χ2(1) = 31.15, p < 0.001), Amplitude (χ2(1) = 

270.1, p < 0.001), and Cycle (χ2(1) = 270.56, p < 0.001).  

Post-hoc analysis showed significant differences between all 

pairs of audiences (all p < 0.001) except partner and family 

(p = 0.46). Alone was rated the highest (94%). The ac-

ceptance rate decreases as the level of familiarity with the 

audience decreases. More than 60% of participants felt it ac-

ceptable to use the actuated watch face in front their partner, 

family, or friends. However, less than 40% of them are will-

ing to use it in front of colleagues and strangers. There were 

significant differences between all pairs of movements (all p 

< 0.001) except rise and hinge (p = 1). Among the five move-



 

 

ments, rotation was rated the most socially accepted, fol-

lowed by rise, hinge, and orbit. Translation was rated the 

least socially accepted. This is mainly because the movement 

is noticeable, especially large amplitude. We observed a sim-

ilar trend across all audience types (Figure 9). Participants 

found subtle movements more socially acceptable. In partic-

ular, non-repeating, small amplitude movements were signif-

icantly more acceptable regardless of movement type.  

Our results suggest certain movements to avoid in some so-

cial situations. Participants commented that repeated move-

ments involving large amplitudes and high speed would be 

distracting to others. P9 commented repeated high-speed 

raising motion is “weird and disturbing.” Comments also in-

dicate repeated fast movements were considered unsafe. For 

example, repeated translation of the watch face at high speed 

“looks dangerous” (P17) and “might cause accidents or 

harm” (P10). Speed received mixed ratings. Participants 

considered moving slowly more socially acceptable if a 

movement has to be repeated. However, participants pre-

ferred the face to move fast if amplitude is small and/or the 

movement is not repeated. 

 
Figure 9. Acceptance rate shown by Audience and Movement. 

Error bars show ±2 SE 

For the question “Are you bothered if these people use face 

actuation?” there were significant differences in Audience 

(χ2(4) = 432.97, p < 0.001), Movement (χ2(4) = 142.36, p < 

0.001),  Speed (χ2(1) = 12.66, p < 0.001), Amplitude (χ2(1) = 

189.84, p < 0.001), and Cycle (χ2(1) = 159.39, p < 0.001). 

Post-hoc analysis showed significant differences between all 

pairs of audiences (all p < 0.05) except friends and family (p 

= 0.17). Similarly, there were significant differences between 

all pairs of movements (all p < 0.05) except rise and hinge (p 

= 0.42). The trends of all the dependent measures are similar 

to those observed in Q1. This is interesting, showing that 

people who feel the social pressure to avoid certain face 

movements are likely the source of the social pressure. This 

finding is also promising as we expect to see an increase in 

social acceptance ratings from both side (e.g. smartwatch 

owner and audience) after people use it multiple times [58]. 

Comfort  

For ratings of perceived comfort, there was a significant dif-

ference for Movement (χ2(4) = 67.95, p < 0.001). Rotation 

was perceived the most comfortable with a median score of 

6 (with 7 being extremely comfortable), followed by hinge 

and rise (both 5), which received significantly higher ratings 

than orbit and translation (both 4). Orbit was perceived less 

comfortable as the watch face may get into the way of the 

user’s hand movement. For example, a participant com-

mented that the watch face might “hit the table when I am 

typing” (P6). Translating the watch face along the arm was 

also deemed less comfortable. A participant asked “if it is 

going to hurt your arm?” (P9). These suggest important con-

siderations in future development of hardware and software 

applications on an actuated smartwatch.  

Discussion 

Our findings provide useful insights into the situations where 

device actuation may not be appropriate due to social pres-

sure. Therefore understanding the context in which the de-

vice is used is important for the success of an actuated smart-

watch. With the current technologies, it is possible to use the 

location and calendar events to predict the surrounding audi-

ences. For example, movements should be less restricted if 

the user is at home with no appointment in the calendar. De-

spite the accuracy of the prediction algorithm, the user 

should always be involved in the loop. For example, the sys-

tem should allow the user to easily start and finish a move-

ment in common smartwatch usage situations (e.g. walking 

or hands occupied). In the next section, we show the imple-

mentation of our input techniques to achieve this goal. Addi-

tionally, we demonstrate technical feasibility of actuating the 

face in a small watch form factor.  

CITO PROTOTYPE 

To demonstrate the technical feasibility of an actuated watch, 

we implemented a proof-of-concept prototype (Figure 1) us-

ing off-the-shelf electronic components. This section pro-

vides our design decisions and implementation details.  

Form Factor 

Our final prototype is modular. Three modules can be 

swapped for iterative development of actuation movement 

mechanisms or to focus on specific combinations of move-

ments. The top module has a 2” TFT serving as the watch 

display. Each module is 40 by 40 mm with varying thickness. 

The thickness of all 3 modules together is 33 mm. The thick-

ness is not ideal, but it is constrained enough to test technical 

feasibility and convey interaction techniques.  

Control Box 

To achieve this form factor, we place the Arduino DUE main 

board, DRV8835 motor drivers, Bluetooth module and bat-

teries inside a 110 by 110 by 65 mm plastic control box worn 

on the upper arm. There are wires for power, ground, and 

communications connecting the control box to the actuated 

watch face modules. The control board is wirelessly con-

nected to a laptop using a SparkFun Bluetooth Mate Silver. 

Custom C# software running on the laptop controlled the ac-

tuation remotely and updated the display for demonstrations.  

Actuator  

There are many options for actuators like shape memory al-

loys, hydraulics, pneumatics, and motors. Each method has 

advantages and limitations [59, 70] but the main criteria is 

size given the form factor. We use Firgelli miniature DC mo-

tors for translate, hinge, and orbit. For rotation and rise, we 



 

 

use Gizmoszone GH683S motors which have higher torque. 

Both gear motors consume 180mW. 

Input  

Since actuations are output, they would be initiated and con-

trolled primarily by software events (such as a notification 

arriving). However, the results of study 2 identified the im-

portance for user control of actuation to override or module 

motions in social situations. We instrumented the watch with 

a force sensitive sensor so the user can stop the actuation by 

pressing the display. Since this only works when the other 

hand is free, we also implemented a one-handed explicit con-

trol by tapping the thumb and index finger of the watch hand 

detected with a Minisense 100 piezo sensor [21]. When one 

of these stop actions is performed, the face returns to a rest 

position. Pressure on the screen was measured to detect fin-

ger press and in applications where force feedback is pro-

vided. Implicit input is provided via the orientation of the 

watch face, detected using an IMU sensor. Light sensor was 

used to detect if the watch face is covered by an object.  

Modular Actuation Mechanisms  

From bottom to top, the three modules are: orbit-rotate mod-

ule, rise module, and hinge-translate module. The TFT dis-

play is mounted on the hinge-translate module on top.  

Hinge-translate module  

The hinge-translate module has two moving pieces, a sliding 

piece (hosting the TFT display) used for translation and a 

hinging piece which can be tilted open from the base of the 

module (Figure 10a). A motor mounted on the hinging piece 

engages the gear on the base of the module. Rotating the mo-

tor tilts the hinging piece. The sliding piece has two racks. It 

is actuated using another motor driving a rack-and-pinion 

mechanism (e.g. linear gear bar) mounted on the inside of the 

3D printed case (Figure 10b). The module is 11 mm thick.  

 

Figure 10. The hinge-translate module  

Rise module 

The rise module has a moving piece that can be linearly 

moved up and down from the base of the module. The linear 

motion was also implemented using the rack and pinion 

mechanism with the racks mounted on the inner walls of the 

moving piece (Figure 11). We used two motors to generate 

an even force on the two sides of the moving piece for 

smooth movement. In this design, the height of the moving 

piece determines the amount it can be moved. In our imple-

mentation, the module is 14 mm high, sufficient to demon-

strate our applications.  

 

Figure 11. The rise module 

Orbit-rotate module 

The orbit-rotate module consisted of a rotatory piece that can 

be rotated on the base of the module, which is attached to a 

3D printed wristband. Figure 12a shows the motor that ro-

tates the rotatory piece via a worm drive. Inside the moving 

piece, there is another motor that drives a pair of gears (en-

gaged with the teeth on the wristband) to orbit the module 

along the wristband (Figure 12b). The module is 8 mm high.  

 

Figure 12. The orbit-rotate module  

DEMO APPLICATIONS 

We created apps to illustrate how our high-fidelity prototype 

realizes the proposed interactions in specific applications.  

T1 (reorienting face). We used the IMU sensor to detect the 

orientation of the watch face. If the sensor indicates the 

watch is not facing upwards, it will orbit around the wrist-

band when an event occurs (e.g. new message) or after a cer-

tain time out (e.g. 3 minutes). In principle, the user’s eyes 

could be detected with a computer vision system, enabling 

the face to hinge also. We leave this for future work. 

T2 (hiding inside sleeve) & T3 (escaping sleeve). We used 

the light sensor to detect if the watch face is covered by a 

sleeve. If so, the face translates over the back of the hand 

when a message arrives.  

T4a (emergency call) & T4b (mouth movement). Our app can 

rotate the face, or hinge the face, for different notifications 

(twist for an emergency call or hinge like a mouth for a lunch 

appointment). The face can also hinge 180° to tap the back 

of the user’s hand for an urgent notification (Figure 13b).  

T5 (notification reminder). We implemented an app, which 

rotates the watch face off-axis (45°) to notify an event was 

missed (e.g. phone call) when the watch is not worn. The 

IMU can sense if the watch is still, indicating it is not worn. 

T6 (multi-tasking). We implemented a simulated GPS navi-

gation app, which rotates the watch face to indicate the next 



 

 

turn. The screen content rotates at the same speed in an op-

posite direction to keep content orientated correctly.  

T7 (hinge for sharing). We implemented a sharing app, 

which hinges the screen 60°on the north side of the watch to 

easily show the content on the face to someone else. The con-

tent flips when the movement finishes. 

In the above interactions, a thumb and index finger pinch 

(sensed by a piezo sensor) stops the movement, or returns the 

face to the rest position. 

T8 (haptic force buttons). We implemented two haptic but-

tons (e.g. Accept and Decline) to demonstrate haptic force 

feedback (Figure 13a). The Decline button must be pressed 

more firmly than the Accept button for eyes-free verification 

feedback. The screen rises to show the buttons, then it reacts 

with a fast lowering movement when Accept is pressed 

lightly and a slow movement when Decline is pressed firmly. 

A pressure sensor detects pressing force. Once pushed down 

to its rest position, the button command is triggered.  

 

Figure 13. Haptics: (a) haptic Accept and Decline buttons; (b) 

hinging to tap the back of hand to get the user’s attention.  

DISCUSSION AND LIMITATIONS 

We discuss insights gained from this investigation and 

acknowledge current limitations.  

Context Sensing and Input. Our focus has been on output, but 

an actuated smartwatch relies on context sensing to detect the 

wearers activities, audiences, and environment to avoid so-

cial embarrassment and best serve their needs. There exists a 

rich body of research in sensing context-awareness using 

GPS, calendar, acoustics, etc. We thus leave it outside the 

scope of this work. Our current implementation uses simple 

light and IMU sensors that have false positives. We did not 

thoroughly explore input techniques. Future research is 

should examine what input is needed for actuation and how 

it can be made most effective. 

Hardware Prototype Evaluation. Our studies used low-fidel-

ity prototypes, which were effective in answering fundamen-

tal questions independent of implementation constraints. Our 

high-fidelity prototype demonstrates technical methods, but 

we have not evaluated it with users. This is partly because 

the mechanisms are not robust enough for unexpected ac-

tions during a study and partly because the size and external 

control box may introduce confounding factors that make 

measuring aspects like usability difficult. We will look into 

alternative ways for actuating and sensing part displacement 

to reduce the form factor. A second, or third generation de-

vice would likely overcome the current issues and enable an 

accurate user evaluation. One exciting avenue is to investi-

gate social acceptability with a future device deployed in 

real-world environments and scenarios. 

Mechanical Constraints. There are limitations due to our me-

chanical implementation. Translation is limited by the width 

of the watch face and rising is limited by the thickness of the 

face. A telescoping rack mechanism (like power antennas) 

would extend this amplitude. We use a single mechanical 

hinge, which means the face must rotate to hinge in a specific 

direction. This can be resolved with more complex mecha-

nisms demonstrated in previous work [60].  

Physical Constraints. The current implementation is limited 

in sensing the physical constraints in the surrounding envi-

ronment. Some techniques may not work well due to physi-

cal constraints. For example, the face may get stuck if the 

sleeve is tight. Rising or translating could accidently hit the 

hand or nearby objects. The current implementation uses a 

proximity sensor to detect if the watch is covered by sleeve 

so that lift can be disabled. Future research will explore more 

sensing techniques to detect potential obstructions nearby.  

Size. Our implementation is bulky and requires and external 

control box. We expect all components can be integrated into 

the watch with further engineering effort. The actuation 

mechanism size can be reduced using custom high precision 

miniature gears and motors. For example, using ultra-sonic 

motors would significantly reduce device thickness.  

Shape. The shape of the face influences interaction, actua-

tion, and affordance. For example, if the watch face is circu-

lar, it can be continuously rolled around the band. This ena-

bles a new set of interactions and challenges for actuation. 

Future research will explore different shapes. 

CONCLUSION 

In this paper, we presented Cito, a smartwatch that can move 

its face in five ways: rotation, hinge, translation, rising, and 

orbiting around the wrist. We describe how these movements 

enable new interactions unavailable in the current smart-

watches. Using videos of a low-fidelity prototype, we vali-

dated the usefulness of the idea for solving problems caused 

by a fixed smartwatch face. A second user study, provide in-

sight into situations where certain face movements need to 

be avoided due to social acceptability and comfort. Based on 

the study results, we developed a high fidelity prototype us-

ing a LCD display and a modular mechanical system sup-

porting all five face movements using gear motors. This pro-

totype demonstrates the feasibility of the proposed approach.  

We explored only a small subset of possible face movements. 

For example, the face can be rotated in an axis off the center 

of the watch, or non-rigid movements like bending and curls 

could be explored. These would enable even larger move-

ment vocabularies, and the methodology described above 

could investigate, validate, and demonstrate those move-

ments as well. We recognize our work investigates a radical 

idea, but our hope is that we also show how a methodical and 

principled approach can explore any such radical visions.  
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