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Using Synchronous Tree Adjoining Grammar to
Model the Typology of Bound Variable Pronouns

Dennis Ryan Storoshenko and Chung-hye Han

Abstract

This paper presents a novel analysis of bound variable anapising Synchronous
Tree Adjoining Grammar (STAG), a pairing of a Tree AdjoiniBgammar (TAG) for
syntax and a TAG for semantics. While a bound variable pror@an occur at a dis-
tance from its binder, as in ‘Every githelieves that sheés intelligent,” languages vary,
though in a limited way, as to how near or far from its bindeoan variable should
be. As any dependency between two syntactic objects musichézed to a single
predicate domain in TAG, modelling bound variable anaplsyntax and semantics
poses an interesting challenge for STAG. In our analysisntiavariable pronouns are
represented as Multi-Component sets in both syntax andrgemacomposing in de-
layed tree-local derivations. This allows us to not onlyaaot for variable binding at
a distance, but it also allows us to define a single derivatiparameter from which
observed patterns of bound variable locality can be derivalthg out unobserved
patterns, capturing the range of interpretive possiédifior bound variable pronouns
across languages.

1 Introduction

In this paper, we present a novel analysis of bound variab#plaora within the Syn-

chronous Tree Adjoining Grammar (STAG) formalism. STAG ipairing of two Tree
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of this paper. All remaining errors are ours. This work waciply supported by NSERC Discovery Grants
RGPIN/341442-2008 to Han and SSHRC Postdoctoral Fellgwébt-2010-0677 to Storoshenko.



Adjoining Grammars (TAGSs), a TAG for the syntax and a TAG foe semantics. Though
the syntactic core of the STAG we develop is derived from ther@skyan minimalist
model, STAG presents a much different picture of the systxantics interface than its
Chomskyan counterpart. In the minimalist model, there ipeallut point (or multiple
spell-out points) at which a single syntactic derivatiostalicture is transferred to distinct
phonological and logical interfaces (7; 8). The input repraation to the logical inter-
face, called LF, can undergo further movement covertly t&arthe LF semantically in-
terpretable. Indeed, one major approach to quantificagbesron such covert movement,
namely Quantifier Raising (25; 26; 23; 10). For instance,ltheof (1a) is generated by
raising the quantified phraswery coursgleaving a trace that functions as a variable, as in

(1b). Interpreting this LF yields the semantic form in (1c).
(1) a. Johntook every course.
b. every coursgJohn took {]
Cc.  Vz [courséz)| [took(John )]
Quantifier Raising (QR) is also used in accounting for quentscope ambiguity. For
instance, the sentence with two quantified phrases in (2aiBguous between the reading
in which there is a particular student that took all the cesysnd the reading in which for
each course, there is some student or other that took it.anhisguity is said to be derived
via different orderings of the application of QR on the twaqgtified phrases, generating
either (2b) or (2c).
(2) a. Astudenttook every course.

b. a student[every course(t; took t]]
Jy [studenty)| [Vx [courséz)] [took(y, x)]]

C. every coursg[a student[t; took t]]

Vz [courséz)| [Jy [studenty)] [took(y, x)]]
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QR however is not only important in accounting for quanttima and scope ambigui-
ties, but it also plays an important role in the interpretatf pronominal variable binding,
following the work of Heim and Kratzer (16) and Buring (4)orRnstance, in interpreting
sentences such as (3a), QR is the first step in initiatingitieegretive mechanism by which
a quantifier can bind a pronominal variable. Under this apgho (3a) generates an LF as

in (3b), which then yields the semantic form in (3c).

3) a. Every gir] believes that shas intelligent.
b. every gir} [t; believes that shes intelligent]

c. Va|girl(z)] [believesz, intelligentz))]

In the STAG model, on the other hand, the syntactic form aeds#mantic form are
derived in parallel with a strict synchronicity of derivantial steps. As a result, one distin-
guishing feature of this model is that there is no notion ofdtFcovert movement. The
STAG model, therefore, has an account of quantification arahtifier scope ambiguity
that is radically different from accounts which rely on QRiéber and Schabes (35), Nes-
son and Shieber (28) and Han et al. (14), for instance, eadept an analysis that uses
Multi-Component sets of elementary trees to representeghmatics of quantified phrases
and multiple adjoining to derive scope ambiguity. We disctiis analysis in more detalil
in Section 4.

In addition, lacking QR, the STAG formalism will need a digti implementation for
the interpretive mechanism of pronominal variable bingdiwgich turns out to pose an
interesting challenge for the formalism. In TAG, any depsmy between two syntactic
objects is localized to a single predicate domain if all remns are factored away. But in
examples such as (3a), the binder in the matrix clagegery girl and the bound variable
in the embedded clausshe belong to two different predicate domains. In additiom:-la

guages vary, though in a limited way, as to how near or far fitethinder a bound variable
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should be. In this paper, we propose an analysis of prondwamniable binding that makes
use of delayed tree-local derivation, as defined in ChianigSaeffler (6). In the course of
presenting an STAG account of variable binding, we showdabaSTAG analysis is more
readily able to capture the range of interpretive possigdifor bound variable pronouns
across languages than the QR-based account. Put simplyfiegpa the syntactic struc-
ture on which aspects of surface constituency are define@, makes available additional
formal mechanisms of derivation, the derivation structarewhich dependencies between
elementary objects are defined. We show that an account leasdte TAG derivation
structure allows for a more principled explanation of theapaeterization of locality con-
straints between the binder and the bound variable prortama system which relies on
the syntactic structure alone.

The paper is organized as follows. In Section 2 we paint tictupe of the empiri-
cal ground of pronominal variable binding that this papelt sover. We discuss cross-
linguistic variation in bound variable locality, exempifi by English, Korean, Norwegian
and Shona. This is followed by an introduction to the symtaaderpinnings of STAG in
Section 3, in which we introduce the fundamental concepts BAG derivation, and our
analysis of the syntactic relationship between the binddrthe bound variable pronoun.
Section 4 moves on into the semantic side of the derivatiarducing the restrictions of
a synchronous derivation. Here, we discuss the STAG amsatysjuantification proposed
in Han et al. (14), and extend this analysis to account foriritexrpretive mechanism of
pronominal variable binding in English. From here we rettorthe cross-linguistic data
in Section 5, explicating the single derivational paramet¢h which we model observed
(and rule out unobserved) patterns of bound variable lycdinally, Section 6 re-iterates
the typological predictions of our analysis, and closesiwgme final remarks on the com-

plexity of the STAG derivations proposed.



2 Three Types of Bound Variable Pronoun

When used as bound variables, English pronouns sulelrasust have a certain minimum
syntactic distance from their c-commanding antecedensswés shown in (3a), a bound
pronoun and its antecedent can be separated by clausald@sidBut when they appear

within the same clause, they cannot be co-arguments, atrdted in (4).

(4) a. *Every gir} loves hey.

b. Every girl loves hey father.

Turning away from English, the Korean long distance anaph&rhas been argued by
Han and Storoshenko (15) to be best analyzed as a semankioalhd variable. As such,
its interpretation would follow from the same binding megisans as the English bound
pronouns. While Koreaaki shows the same pattern as English bound pronouns with
regard to variable binding across clause boundaries, &),nt(does not have the same
restriction in local domains, as in (6).
(5) Motunsonye-nun[caki;-ka ttokttokha-tako] sayngkakha-n-ta.

every girl-Top self-NoM intelligent-compP think-PRESDECL
‘Every girl thinks that she is intelligent.’

(6) a. Motwy-ka  caki-lul salangha-n-ta.
everyoneNoM self-AcC love-PRESDECL
‘Everyone loves himself’

b. Motwu,-ka  caki-uy apeci-lul salangha-n-ta.
everyoneNOM self-GEN fatherAcc love-PRESDECL
‘Everyone loves his father.

Taking the data in (5) and (6) together, it appears that ferkbreancaki, there is no

constraint at all on the syntactic distance between thedboariable and its antecedent.

We use the following abbreviations in glossing the examislg§)-(6): TOP: topic, NOM: nominative,
COMP: complementize?RES present tens@ECL: declarative ACC: accusative, andEN: genitive.
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A third possibility for pronominal variable binding is raid in the Déchaine and Wiltschko’s
(9) discussion of various types of reflexive elements adeogguages. Specifically, they de-
scribe a class of reflexives which are interpreted in the séinsthrough operator-variable
binding, and claim that some of these are limited to localremments only. This is illus-
trated in (7) with examples from Norwegian.
(7) a. Jonforaktedseg selv.

Jon despisedEG self
‘Jon despised himself’

b. *Jon bad oss[forakteseg selv].

Jon askedus despisesEeG self

‘Jon asked us to despise him.
Under their account, the reflexigeg selvs a bound variable which must be bound locally
by a co-argument. They go on to make similar claims alseueflexives in French and
Spanish, which are obligatorily used in local contexts. M/thie conception of English re-
flexivity (-selfpronouns) as a type of strictly local variable binding is lheld universally,
it does surface repeatedly in the literature. In ReinhadtReuland (31) for example, vari-
able binding is one of the possible implementations of Etgleflexivity discussed, and is
ultimately the one used throughout their analysis. Moremég, Storoshenko (36) argues
that the reflexivity in the Bantu language Shona is deriveough a bound variable, mani-
fested as the morphenzei, which is restricted to co-argument binding only, as iltetd
in (8a). In (8b), an equivalent bound variable reading aceoslause boundary must use a
distinct pronourt.

8) a. Imbway-oga-yoga ya-ka-zvi-rum-a.

dog.9 cL9-everyREDUP SUBJ.9-PST-REFL-bite-Fv
‘Every dog bit self;.’

2We use the following abbreviations in glossing the examipié8): cL: noun classREDUP: reduplica-
tion, sUBJ subject agreemersT. past tenseREFL: reflexive, andrv: final vowel.



b. Mu-rumew-oga-woga  a-ka-t-i [Shingi
cL1l-mancLl-eachrREDUP SUBJ.1-PST-sayfV Shingi
a-ka-zvi-won-a].
SUBJ.1-PST-REFL-SEEFV
‘Each man said that Shingisaw self; ;.
Thus, there is ample discussion in the literature to sugipstthere are such things as
strictly locally (co-argument) bound pronominal variable

In sum, in the reflexive cases, we observe a binding relatiahis constrained to ob-
tain only within a very strict local domain. Conversely, Hialy bound variable pronouns
are infelicitous in a roughly congruent domain, displayapgattern of anti-local binding.
Finally, Koreancakidoes not show any locality restrictions whatsoever. Whatéesting
is that these three patterns represent the sum total of bariable pronouns. As far as we
know, we do not find, for example, some sort of hyper-antalitg in which an antecedent
must be two, three, or four clauses from the pronominal éei& binds, nor do we see
cases where a bound variable is acceptable across one blawsaary, but no more.

From this, we now have our desiderata for moving forward.elas available data, our
analysis should be able to account for strict locality, dmtality, and a lack of constraint
on binding, ideally all as distinct values of a single partend-urther, these should be the
only possible values of that parameter, as we do not see atanices of hyper-anti-locality,
or other highly-specified constraints. Before we can presenanalysis though, we must
first step back and illustrate how STAG handles quantificatiOur discussion begins in

the next section with the presentation of the syntactic tpideings of STAG.

3 The Syntax of Quantification and Variables in TAG

In this section, we open with the basics of syntax in a Tre@ilig Grammar, introducing
well-formedness conditions on elementary trees, the coatbry operations of substitution

and adjoining, and the notion of derivation in TAG. We therveon to present the syntax
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of quantification and bound variable pronouns.

3.1 Core Concepts of TAG Syntax

A tree adjoining grammar (TAG) is a system for the combinabbelementary tree struc-
tures, first formalized in Joshi et al. (19). The first sigrifitapplication of this mathemat-
ical model to syntactic theory is generally regarded to heébin Kroch and Joshi (24),
which introduces the idea that apparent long-distancerdkpeies can be reduced to local
dependencies which are stretched through the adjoiningcofsive tree structures.

In what follows, we illustrate the core concepts of TAG thatave assuming, using the
example in (9). We restrict the discussion to the propedfeBAG that are most relevant

for appreciating the analysis proposed in this paper.
9) A smart student took every course enthusiastically.

Following Joshi and Schabes (20), we assume a lexicaliz&sl. That is, every ele-
mentary tree will be anchored by a unique lexical item whialries predicate-argument
information. Other overt functional items (determinersxifiary verbs), which do not take
their own arguments, will be present in elementary treeslditeon to the lexical anchor
which projects the appropriate argument structure. Tharghie example in (9), there will
be five elementary trees, one eachthike studentcourse enthusiasticallyandsmart

To determine the shape of elementary trees, we appeal to eNdavmedness condi-
tions on elementary trees defined in Frank (11). These wathédness conditions stem
from what Frank calls the “Fundamental TAG Hypothesis” aadry syntactic dependency
be expressed locally within a single elementary tree. Teifithe Condition on Elemen-

tary Tree Minimality (CETM), stated in (10).

(20) Condition on Elementary Tree Minimality:

The syntactic heads in an elementary tree and their projectnust form the
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extended projection of a single lexical head.

This provides an upper bound on the size of syntactic eleamgritees. For example,
for the nounscourseandstudent we can assume that the upper bound on their trees will
be the Determiner Phrase (DP), the maximal functional ptige for nominals, in line
with the DP Hypothesis (1), as in (11). Under this approackangjfiers are functional
elements which are optional in the noun’s extended praecireserving the notion that
each elementary tree has a unique lexical anchor. Furthermagth this appeal to the
extended projection, we are able to exploit elementarystiigich contain (functional)

heads in addition to lexical anchors.

(11 DP trees for (9)

DP DP
P\ /\
D NP D NP
| | | |
a N every N
| |
student course

For verbs, a parallel verbal functional structure can bgggted. That is, an elementary
tree anchored by a verb will project a Tense (T) head, and pessibly further. The exact
structure of that tree will depend on the second well-fomess condition which governs

argument positions, as stated in (12).

(12) TAG 6 Criterion:
If H is the lexical head of the elementary tree T, H assignefatk 6-roles within
T. If Alis a frontier nonterminal node of the elementary treéd Tust be assigned

ag-roleinT.

So, the elementary tree anchoring the transitive tedk in (9) will have two frontier

nonterminals, as in (13).



(13) Transitive verttookin (9)

TP

T

DP| T
/\
T VP

| P
pst vV DPL

took
The two arguments dbok the subject and the object, are necessarily going to biclist
lexical items, therefore cannot be a part of the verb’s owmelntary tree. The positions for
these arguments are left open as substitution sites, iedidgy the down arrow. Substitu-
tion, one of the two tree-combination operations availatdplaces a frontier nonterminal
node with an elementary tree with a root of the same catey¥ditir the subject and object
argument positions generated within the transitive vegineintary tree, elementary trees
become a natural definition for the domain of locality. Theehdh, a part of the predicate’s
extended projection, has no overt phonological form in tlaise, but carries the tense in-
formation for the clause.
Finally, we come to the modifiesmartandenthusiastically As lexical items, these
will anchor their own elementary trees, and are represeageecursive trees which modify

an NP or a VP, respectively, as in (14).

(14) Modifiers for (9)
NP VP
N
A‘TJP NP* VP* AdvP
Adj A(|1v

smart enthusiastically

Crucially, these trees contain one frontier node which entatal in category to the root
node of the tree. This node, marked with an asterisk, isad#fle foot node. Such trees are

thus recursive structures and are known as auxiliary treeowing Frank (11), we can
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count VP* and NP* in these auxiliary trees as arguments ofdkieal anchor, as the pro-
cess of theta-identification (17) obtains between them khadeixical anchor. These auxil-
iary trees can combine with other elementary trees by wali@second tree-combination
operation: adjoining. Adjoining is best visualized as acpy) operation: a node in the
destination elementary tree which has the same categoheasdt and foot nodes of the
auxiliary tree is targeted. This node is split into two paatsop and a bottom; the auxiliary
tree is inserted beneath the top part of the targeted nodetharbottom part (along with
the nodes it dominates) is inserted at the foot of the auyitieze. Thus, the derivation of
(9) will have two instances of adjoining.

All of the tree combinations to derive (9) are shown in (15pliGarrows represent

substitutions, while dashed arrows indicate adjoining.

(15) Deriving (9)

NP-~_.  DP P DP
e NG A

AdiP NP D\/‘*I\R‘DP G /\
IR " /

Adij a N T ‘A//VP*
| |

‘ /\
smart student [pst vV  DP

enthusiastically

The various combinations in (15) yield the derived tree #)(1
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(16) Derived tree for (9)

TP
/\
DP T
/\ /\
NP T VP
N
a AdPp NP  [psf VP AdvP
HEZEN
A|dj N Y, DP Adv
| N
smart  student  took D NP enthusiastically
]

every N

course

In addition to the derived tree, which represents the sartamstituency, TAG deriva-
tion produces a derivation structure (or a derivation tragecord of the history of com-
position of elementary trees. This can be seen as a denztiependency structure in
which the children of a given node are either substituteddgmiaed into the parent tree.
The derivation tree for (9) is given in (17). No distinctismade between substitution
and adjoining in a derivation tree, as the relevant combiyabperation can be deduced
from the shape of the child elementary trees: auxiliarystragjoin, non-auxiliary trees
substitute. Each edge connecting a pair of nodes is andoiatie the location in the par-
ent elementary tree where the TAG operation took place. ,hrggaise Gorn addresses to

denote locations in parent elementary trees, followingthresention in the TAG literature.

a7 Derivation Tree for (9)

took

222
astudent everycourse enthusiastically
2

smart

It has been noted in the literature that the TAG derivatiee tloes not conform exactly
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to a semantic dependancy tree (5; 30). For example, whilg ddifectly encodes the
two arguments of the verfook as dependants of that verb, it may appear to be somewhat
counter-intuitive that the modifiers are dependants of tieelipates they modify, and not
vice versa. We will not present an analysis that addressegstue here, but it does serve
as a simple example of why a distinct semantic representatith ultimately be called

for. Further, there is nothing in the syntactic derivatioratcount for the quantifier scope
ambiguity in (9). In Section 4, we show how the quantifier scambiguity is derived in

the semantic part of the STAG. But before moving on to the seics we illustrate how

we will represent the syntax of bound variable pronouns iglish in the next section.

3.2 The Bound Variable Pronoun as a Multi-Component Set

To begin our discussion of English bound variable pronowespresent the syntactic anal-

ysis of (4b), repeated below as (18).
(18) Every gir} loves hey father.

The elementary trees fewery girland forlovesare merely slight variations on the trees for
every coursandtookfrom above. The two new structures we need are the possessed n
fatherand the bound variable pronotwer. Recalling that each elementary tree will have
exactly one lexical item with predicate-argument inforimatthe elementary tree anchored

by fatherwill have a position for one argument, the possessor.

(29) father of

DP

N

DP| D’
/\
D NP
| |
[pos$ N

father
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The tree in (19) contains a null D head, which we consider ta Isdent variant of the
genitive’s normally employed in possessive structures.

We now turn to the bound variable pronoun. At first glancegdras clear enough that
herwill be a DP tree, but this alone will not guarantee the ungreaticality of a sentence

such as (20).
(20)  * Every boy loves herfather.

In addition to serving as an argument of the possefbdr, our bound variabléer stands
in a syntactic agreement relation with its antecedent. pture this, we adopt an extension
of TAG known as Multi-Component (MC) TAG (37). In MC-TAG, leal items do not
anchor single elementary trees, but rather sets of elemyeinées. While these sets may
be singletons, it is possible for a lexical item to be repmnése using two distinct pieces of
syntactic structure. In the case of the bound variiblewe propose the Multi-Component
set (MCS) in (21). This bipartite construction of a boundeat has its roots in treatments
of English reflexive pronouns including those of Ryant & Stibe (32) and Kallmeyer &

Romero (22). Both make use of a degenerate node formingteoreiaith the antecedent.

(21) Bound variabléer

aher: D‘P[SSQF} Sher:  DP*[3sgF]
D
\

her

To distinguish MCS members, we will use the prefiXor non-auxiliary trees, and the
prefix 5 for auxiliary trees.aher is exactly the expected form for the bound variable pro-
noun, a DP which can fill a substitution nodéher consists of a single “defective” node,
DP, which crucially carries the features of the bound variable. This tree has a root node
and a foot node of the same category, in that both are the sad® as such, trees of this

type meet the definition of an auxiliary tree, and are markal an asterisk accordingly.
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To avoid a feature clash then, this single-node auxiliagg will need to adjoin to a DP
with matching features. While this seems to be a natural wagapture agreement, it is
problematic in that the necessary features are carrieddogvigrygirl tree, the binder of
her, not thefather of tree wherevher must substitute.

In the first formulation of MC-TAG, all derivations were cdrained to be tree-local
in that all members of an MCS would have to combine with theesatementary tree.
However, Chiang and Scheffler (6) argue that it is possiblietay the tree-local combi-
nation of MCS elements, allowing those elements to combiitle eifferent elementary
trees. Locality is “delayed” in the sense that MCS elemeatsline locally relative to a
destination node, which they define as the lowest derivatemnode which dominates all
MCS members. In terms of a felicity condition on the comhbmabf MCS elements, this
is reducible to a constraint merely that all MCS members rbaspresent in the deriva-
tion, as the derivation tree root node trivially dominatksades in the derivation tree, no
matter which elementary tree(s) immediately dominate tli&SMnembers. This delayed
tree-locality is precisely the mechanism which we need diepto capture the fact that the
bound variable pronoun can act as the argumefdtber ofwhile still agreeing withevery
girl. Thus, (18) can be derived according to the derivation ig22), yielding the derived
tree in (23).

(22) Derivation tree for (18)

loves
2

1 2.2

every girl father of
L]
Bher aher

15



(23) Derived tree for (18)

TP
/\
DP[3sgH T
/\
D/\NP T VP
N
every N [pres V DP
‘ /\
girl loves DP[3sgf D’

father

In examining (22), this derivation falls under the definitiof delayed tree-locality as out-
lined by Chiang and Scheffler in that while both members oftibend variable MCS
initially compose with different elementary trees, theg both dominated by the root (des-
tination) nodeloves

Although merely identifying a derivation as employing dedd tree-locality is a trivial
matter, as described above, it will be necessary for ourqaap to more distinctly char-
acterize the nature of the delay. Chiang and Scheffler ddimeéelay of a derivation for
a particular MCS as the set of derivation tree nodes alongrafpam one member of the
MCS to the other, including the MCS members, but excludirgdéstination node. Thus,
for any given MCS, where is the cardinality of the MCS/, the cardinality of the delay,
will always be at least.. The delay forherin (18) is given in (24). We will return to the

issue of delays of MCSs and their cardinalities in Section 5.
(24) {aher, sher, fatherof, everygirl }

These then are the basic ingredients of our syntactic atdouhe bound variable

pronoun: the bound variable pronoun is instantiated as antexmber syntactic MCS con-
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taining the DP tree for the pronominal variable itself, andegective DP node auxiliary
tree which is valued for the relevantfeatures. Including this second piece of structure
is necessary to rule out those cases such as (20), wheraslaafly features (masculine
vs. feminine) would block the adjoining operation. The feetmponent substitutes in as
a regular argument while the second component exploityeelaee-locality to combine
directly with the antecedent, ensuring agreement.

The same analysis can be used to establish the syntactionslasip between a bound

variable pronoun and its antecedent across clauses, a@)inépeated below as (25).
(25) Every gir} believes that shas intelligent.

Much as with the modifiers, TAG syntax models clausal embegldy way of an adjoining
structure. This is accomplished through a projection ohtlagrix clause trebelieveaup to
the Complementizer Phrase (CP) node, and the standard pissarthat the complement

of the verb is also a CP. Thus, the matrix clause becomes alieayixree, as in (26¥.

(26) [Sbelieves
CP
A

] DP, T
T VP
[pr’es} vV CP*

believes

This can combine with the embedded clause, also extendeP o @ccordance with the

CETM, asin (27).

3From this point on in the paper, we standardly usecth®notation for all elementary trees, even if they
are singleton sets.
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(27) aintelligent
CP
C TP
that DP, T

AdjP

{
iL A|dj

intelligent

The MCS for the bound variab&hewill be identical to that in (21), aside from the different

case form, as in (28).

(28) Bound variableshe

ashe: D‘P[SSQF} Bshe: DP*[3sgF]

D
\

she

The substitution sites gfbelieves andvintelligent will be filled byaeverygirl and ashe,
respectively.Sshe will adjoin at the root ofveverygirl, as a check for agreement. (25) is

thus derived according to the derivation tree in (29), yredhe derived tree in (30).

(29) Derivation tree for (25)

aintelligent
0 2.1
Bbelieves  ashe
‘ 21
aeverygirl
0
Bshe

18



(30) Derived tree for (25)

/CP\
¢ TP

€ DP[3sgH T
/\
D/\NP T VP
|
every N [pres \Y CP
| N
girl believes C TP

intelligent

As before, the root node of the derivation tree is the destinathe common dominating
node, though the delay now spans both predicates. With tioed® quantifier-variable
dependencies of any arbitrary length can be constructed.

While this account readily allows us to generate sentenoetaming bound variable
pronouns, we still have not addressed the actual inteyeretechanics of pronominal vari-

able binding. For this, we will need to move beyond a syntagnted TAG and into STAG.

4 Semantics and Synchronous TAG

In this section, we introduce the STAG model of the syntaxiaetics interface. We begin
by presenting the STAG analysis of quantification and deg\quantifier scope ambigu-
ity within a single clause. In so doing, we show how scope gunby is captured in a
system which lacks QR. From here, we move on to augment oouatof the syntax of

bound variable pronouns with a semantic representatioohwhialso implemented without
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recourse to QR.

4.1 Quantification in STAG

Synchronous Tree Adjoining Grammar, or STAG, builds upo®Byntax by deriving both
syntactic and semantic trees in parallel (35; 34; 28). Thahke lexicalized syntax is aug-
mented to include a semantics tree as well as the syntaxwi8IAG, each lexical anchor
is associated with a pair of elementary trees, one syntactiche other semantic. The syn-
tactic elementary trees will be identical to those devetiipehe previous section (with one
minor modification to be discussed below). In contrast tddlature-based TAG semantics
of Gardent and Kallmeyer (12) and the unification-based TA@antics of Kallmeyer and
Romero (21), STAG is able to make reference to two distinavdd forms, one syntactic
and the other semantic, in addition to the derivation tree.

The semantic elementary trees represent the lexical aaster unreducekliexpression,
essentially following the model of Han (13), making minoaolges in the semantic nota-
tion such that all nodes are labelled according to their s¢imgypes. Thus, the transitive

verbtookfrom (2a), repeated below as (31), now becomes a part of ihedd2) 4

(31) A student took every course.

(32)
atook: Tp a'took: ¢
DP|[1] /T/\ (e,t) e
T VP (e, (e, 1)) e

[pst V DPJ, AzAy.took(y, x)
took

The one modification to the syntax side of the derivation comehe form of the boxed

4We prefix the labels of semantic elementary trees witlior non-auxiliary trees and’ for auxiliary
trees.
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numerals added as extra annotations to the substituties. sthese numerals represent
links between the specified nodes in the members of the elanydree pair, and are a key
part of synchronizing the STAG derivation. Whenever a TA@rapion takes place at a
linked node, parallel operations are carried out betweerséime two elementary tree sets
on both the syntax and the semantics sides of the derivammexample, in (32), if a DP
substitutes as the subjecttofok the semantic counterpart of that DP must combine with
all linked nodes in the semantieéerivation of the syntax and semantics occur in parallel,
being synchronized via these links, resulting in isomazl@rivation trees for the syntax
and the semantics.

The general account of quantifier scope ambiguity in STA@slaack to Shieber and
Schabes (35), where it is shown that by leaving unspecifiedittier of the combination of
each argument with the predicate, either scope readingssille. We adopt this analysis,
but with representations for the semantics of quantificat@lowing the model of Han
et al. (14), which implements a form of generalized quamtdialysis along the lines of
Barwise and Cooper (2). In (33), we give the elementary tesesfora studentandevery

course’

(33)
’astudent:,  f'astudent: 4
aastudent: [3]ppP

yaN 2 (e.0)it) [3fen)
B N‘P X /. | /\*
a N

R,
-~
>
3

t
dy t t

student
student() P(y)

SFor sake of simplicity, we include only the links that areexeint for the current discussion. In (32), in
addition to the two links already specified, there can betsrdink on the VP node in the syntax and the
(e, t) node in the semantics for adverb modification.

5The form of the quantifiers could be further simplified: a eswér correctly points out that there is
nothing in the present analysis specifically requiring theet({(e, ¢), t) node. However, this form has been
shown to be necessary for analyses of DP-coordination és4nEvery boy and every girl jumpednd so it
is retained here to remain compatible with a larger body akwo
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a'everycourse:,  f'everycourse:
aeverycourse:3|pp

Te ety [3fe.t)

D/\N.P VAN

AP t AT, t*

l Vo o i

coursef) P(z)

Again, the syntactic form of the quantifier remains unchahgave for the addition of a

link. On the semantics side, the quantifier is representeshd4CS. This treats the quan-
tifier as having two distinct parts: a variable parta student andv'every course, which

substitutes into the predicate elementary tree at the aguposition, and a scope part,
f'astudent and?’every course, which combines with the predicate by way of adjgnin
Scope ambiguity is accounted for by incorporating multgdgining in the derivation

on the semantics side. Multiple adjoining allows multipliiary trees to be adjoined at
the same node in an elementary tree, as defined in Schabe$iabeS33). Thus, in the
derivation of (31), the two quantifiers will each have its ogaope part/5’a_student and
[’every.course, and they will multiply adjoin to the root node of thredlicate elementary

tree,a’took. The Iinkﬂ and on the root node in the'took tree guarantee this multiple

adjoining.

The derivation trees for the syntax and the semantics ofg@lgiven in (34). For STAG
derivation trees, instead of the Gorn addresses, we usel lmxeerals for links to denote

locations in parent elementary trees to highlight the symization in the derivation.
(34) Derivation trees for (31)

Iz
< atook o’took 2

1 2
castudent  ceverycourse «'astudent B’a_studen ’every_course B'every.cours

At first glance, the derivation trees in (34) are not isomarpHowever, the forms observed

are a result of the fact that each member of the semantic M@&presented as a single
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node, as is necessary in the discussion of delayed trektyod¢aomorphism would result
if the semantic derivation tree treated each MCS as a sirggle nsing a set notation, as
in (35). This is possible here as all members of the MCSs atersj indicating that they
are combining with the same elementary tree. This, we talkesasficient condition for
describing the derivation trees in (34) as maximally isgohar and therefore synchronous,

and will continue to represent each member of an MCS as aesimugle in derivation trees.

(35) Alternative derivation trees for (31)

< atook a/took >
aastudent  aeverycourse {«’astudentps’astudent {a’every.coursef’every.coursé
While there is one possible way in which the syntax could beévdd, resulting in a
single derived syntax tree in (36), in semantics, as therandehich the two scope trees,
B'a_student ands’every.course, adjoin to the root node aftook is underspecified, two

possible semantics derived trees can be produced, giv8@)n (

(36) Derived syntax tree for (31)

IL [pst \ DP

student took D NP

every N

course
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(37) Derived semantics trees for (31)

a. Surface Scopg > V

t

/\

((e,1), 1) et)
/N /N
AP t AT, t

>

Jy t t ((e,t), t) (e,t)

studenty) P(y) AP t )\J{\f
vz T 1,5 (e,t)
courseg) P(x) (e, (e, 1)) Te

AzAy.took(y, x)

b. Inverse Scop¥ > 3
t
/\
({e.t), 1) e, )
AN 2
Voot t <<e7t>,t>/\<c7t>
ety ol A ) N
Jy ot t /\

{e,t)
studentq)  P(y) (e (e1)) .
AzAy.took(y, z)
In the final stage of the derivation, the semantics treesiarpliied through bottom-up

computation via instances of function application\eabstraction. This yields the forms

in (38), matching the expected readings initially schereatiin (2).



(38) Final semantic forms for (31)
a. dy[studentf)] [Vx [coursef)] [took(y, z)]]

b. vz [coursef)] [Ty [studentfy)] [took(y, x)]]

Thus, representing semantics of quantifiers as MCSs thatcsmgosed of the argu-
ment variable elementary tree and the scope elementanatidallowing the scope tree to
participate in unordered multiple adjoining, STAG is alderiodel quantifier scope ambi-
guity. Having laid out the mechanics of the STAG system faafl@l derivation of syntax
and semantics, and the way STAG handles quantification apksambiguity, we take the
remaining step of updating our syntactic account of the Howariable pronoun with an

appropriate semantic form in the next section.

4.2 Binding Pronominal Variables in STAG

Armed with the details of semantic representations in theGimodel, we now return to
the main focus of this paper: bound variable anaphora. Wanbeigh the grammatical

monoclausal example from English (4b), repeated again®s (3
(39) Every gir} loves hey father.

The syntactic analysis of this example will not change dtally from that presented in
Section 3. In semantics, thevespredicate will be essentially identical to the transitive
tookin (32), andevery girl will again be a minor variant of the generalized quantifiers
in (33). New here will be the semantics fi#ther of and the bound variable pronoun
itself. First, we present the semantics for the possessednabin (40), alongside the

now-familiar semantic form for the antecedewntery girlin (41).

25



(40)

o'fatherof: ,  F'fatherof: ¢
/\
afathetof: pp Ty (e, t), t) (e, t)
N\
[1pP, D >\P/\t A:gf/\t*
N
D NP THEy ¢
| I
[pos$ N t A t P(y)
| |
father father¢)  (e,t)  [1]e)
Az.Rel(y, z)
(41) o _
o'everygirl: ,  [everygirl: ¢

aeverygirl: DP[SSgF} /\
/\ x‘_,, ((e.t), ) [3let)
T AN N
every N

~
>
8

Yz t t
girl
girl(x) P(z)

Following Han (13), the STAG representation of possesssaitself embedded within a
generalized quantifier structure. Here, we identify thejuaiindividual who is a father and
who stands in a generically defined relation with some othétye open as a substitution
site. This substitution site will be the destination for mund variable, which we treat as
an MCS in the semantics as well as in the already-shown syasgxresented in (42).

(42)
aher:pp  Sher:ppx[3sgR o'her: . f'her: (e, t)

D Tp <<€,t><€,t>> <67 t>*

her APz Az . P(2)](2)

As with the possessed nominal, there has been no changedyrta. The semantic MCS

consists of two membersi’her which is a type: variable, and3’her, which is a function
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recursive on typée, t). Just as the MCSaher, Sher} participates in delayed tree-local
derivation in the syntax,o’her, 5'her} does the same’her will combine with5'father of

of the MCS{«/fatherof, 5'fatherof}, and 5’her will combine with5’everygirl of the
MCS {a/everygirl, 5’everygirl }.

Because links cannot be formed between elementary treésdifierent lexical an-
chors, it will be impossible for components of the bound afale to exploit a single set
of derivational links while maintaining delayed tree-lbga This is a distinct situation
from the type of tree-local MCS combination seen with thergifi@rs; there, links were
required between two semantic positions in the semantmei¢ary tree anchoring a pred-
icate, and the single syntactic argument position in theesponding syntactic elementary
tree. These links are required to preserve the notion teatltcal combination can be
implemented as a single derivational step. As this is by digfinnot possible under de-
layed tree-locality, we adopt the more relaxed constrdaat for each component of an
MCS combining via delayed tree-locality, that componegystactic and semantic corre-
lates must exploit a well-formed derivational link in theget elementary trees. Thus, the
derivation remains synchronized in that each of the boundbig’s components exploits a
single well-formed pair of links. The components in syntax and semantics combine with
linked nodes corresponding to the argument position of thmd variable inside the larger
nominal, Iink in (40), while thes components exploit a distinct pair of well-formed
links within the syntactic and semantic trees of the antenedink in (41).

In examining the form and function of’her, it is worth pausing to consider how
pronominal variable binding has previously been treatecseAtence such as (39) would
be base-generated with no inherent connection betweerutdifier and the bound vari-
able pronoun; co-indexation is treated as nothing more #hanincidence at the stage
where arguments are merged. Binding would take place thrauggeries of derivational

steps triggered at the root of the syntactic tree after QRsgace. QR leaves behind a
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variable which the quantifier also binds, but a separate aresh is required to formally
connect the quantifier and the additional bound variablagua. Biring (4) accomplishes
this through a two-step process. First, he posits an operafi Index Transfer, by which
the binder index of a raised quantifier is lowered into a nesvBated node which is sis-
ter to the node that dominates all materials after QR. Therprbposes a binder index
evaluation rule (called “BIER”), which effects a change lve tassignment function while
simultaneously-abstracting over the variable left behind by the quantifiére result is a
type (e, t) predicate with a singlg term binding two instances of the same variable, which
can then serve as input to the generalized quantifier. Forra precise picture of how
this works, we refer readers to Biring (4), as well as to Haimd Kratzer (16), who have
a slightly different approach to the same problem, windipcatiexactly the same result.
Working in STAG, however, with no QR operation, existing @aaets which are parasitic
on that operation cannot simply be adapted. Rather, we mmaié the variable binding
with a A-expression which modifies the tyge, ¢) function created by the scope part of
the antecedent (in this case binding the quantifier’s viaial), abstracting over the bound
variablez;, yielding a new\-expression of typge, t) in which bothz, andz;, have been
A-converted withz, bound under a singlaz operator. This has the same effect as the
earlier-discussed approaches, but with no reference tm@Qbtnder indices.

The derivation trees for (39) in (43) and the derived tree@l4) illustrate how every-
thing is put together. The maximally isomorphic derivatices show that the requirement
of synchronicity holds here with delayed tree-locality,kesore. Likewise, the derived

syntactic tree is unchanged from (23).
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(43) Derivation trees for (39)

!
aloves o’loves
aeverygirl ofatherof  o’everygirl p'everygirl B’fathetof o/father of
[ (o]
Bher aher B'her a’her

(44 Derived trees for (39)

TP t
D@\T' <<e,w/\<at>m
e 7 % AN o
ev|ery rL [pred V/\DP vﬁ\t APA:.[M:!,P(:)](z) A.x,,/\m
girl loves DP3sgF D/ girl|(1-) P(|;v) ((a,t),t>/\(e,t)
D 5 NP )\P/\t Ar,/\f
Lok el T~ N
father 7oA } P(‘y) 5, & (e, (e, 1))
father() (c,z‘,)/\(:‘ 2 Azdylovesy, z)
)\z.Re‘l(y,z) o

In examining the semantic derived tree, we specifically a@éintion to those nodes indi-

cated with circled numerals. Semantic calculations ateimesles are provided below.

O THEy [fathery) A Rel(y, z;)] [loves(z,, v)]

O Az, THEy [father@y) A Rel(y, z;)] [loves(z,, v)]

O APAz[[Az.P(2)](2)](Az,. THEy [fatherfy) A Rel(y, z4)] [loves(z,, v)])
= M2[[ Az, Az, . THEy [fathery) A Rel(y, z3)] [loves(z,, y)]1(2)](2)]
= Az[\z,. THEy [father(y) A Rel(y, 2)] [loves(z,, y)](2)]
= A\z.THEy [father(y) A Rel(y, 2)] [loves(z, v)]

The noded corresponds to the root gffather of after it has been adjoined to the root of
o’loves. This contains the bound variable Moving up to node], this is the\-abstraction
overz, which comes wittp’everygirl. 5’her adjoins to this node, which places our binding

function as sister t@l. As such, at nodél, the function ing’her taked1 as its argument,
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A-converting for theP variable. The end result of simplifying this expressionhsewn on
the final line of the semantic calculation, and variable rigds completed. The resulting
(e, t) function passes on as the argument of the higher generajizsdtifier, and the final

semantic form is given in (45).
(45) Vz [girl(x)] [THEy [father@y) A Rel(y, x)] [loves(z, y)]]

At this point, close readers may note that we have only ptedemne of two possible
derived semantic trees for (39). An alternate derivatiowlich g'fatherof adjoins above
B'everygirl is also possible, but becausénher substituted int@’father.of, the semantic
computation would end with;, as an unbound variablg/her having applied vacuously
lower in the derived semantic tree. We assume that thisateivis blocked as it results in
an unbound variable.

As was the case in the syntax, the semantic derivation istedsopeded by extending
the binding relation across clauses. In (47) and (48), wegntethe STAG tree pairs for

believesaandintelligent to be used in the derivation of (46), repeated from (3a).

(46) Every gir} believes that shes intelligent.

(47) fBbelieves: cp 'believes: t
C/\Tp <e(\e
‘ Dp’ {t, (e, t))  t*
T/\K ApAz.believeg, p)

believes
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(48)
aintelligent: cpP[ 2 o'intelligent: t[2]

c TP (e,ty  el1]
that DPJ1] T Az.intelligent()

T AdjP
is Adj

intelligent

The matrix predicatbelieveds an auxiliary tree in both the syntax and semantics, and the
familiar syntax elementary tree has been updated to in¢heleecessary derivational links.
Likewise, links are added to the syntax treeimtklligent A link between the syntactic
CP root and the semanticroot is added to reflect the possibility for a higher clause to
adjoin. No link is included between theandt nodes ofo/intelligent, as there will be no
generalized quantifier attaching to this elementary tr&4ith these trees, along with the
already established trees for the generalized quantifeettebound variable pronoun, the
derivation proceeds in a predictable fashion. Derivatiees are given in (49), followed

by the derived trees in (50).

(49) Derivation trees for (46)

aintelligent «'intelligent
/3believe ashe ﬁ/believe a’she
|
aevery.girl a’everygirl B'everygirl
| |
sshe B'she

This is not to say such a link could not be posited, but for tieeof clarity we are only indicating links
that are vital for a given derivation.
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(50) Derived trees for (46)

c/\TP <<e~,t>,t>/\<e,t>
: D@\T' APAt (e, 1) T 1) )
D/\NP T/\VP vﬂ\t APAZDan P())(2) Ay
every n.l [pr‘es} \‘//\CP gi(z)  P(2) ()

N | N

girl believes

that DP[Sng}/T\ ApAz.believef, p) (e,t) e

D T AdjP Az.intelligent() xp

intelligent

Following the derivation;’she is adjoined int@’every.girl, which is carried inta//intelligent
via adjoining of3’believes. Unlike the previous example, there is no potkfaiaa second
possible derived semantic interpretation, as there is mmtifier scope ambiguity in this

example. Thus, the single possible derived form, after séimealculation, is as in (51).
(51) YV [girl(x)] [believe(x, intelligent(r))]

With this, we can now show how it is the case that pronominahtée binding in both
the syntax and semantics can be applied across arbitrarity distances. The key is in
the exploitation of delayed tree-locality; as further cdas are embedded, delays increase,
but derivations remain well-formed. Furthermore, we havaa that this can be accom-
plished within the derivational constraints imposed by 81&G formalism. In all cases
considered, the derivation trees for the syntax and sensaauté maximally isomorphic.

Before we move on to consider further consequences of olysasave briefly discuss

an alternative STAG-based analysis of bound pronouns givéesson (27) in the next

32



section, highlighting the differences between our apdraaa hers.

4.3 Binding in Nesson

In Nesson (27), a number of different TAG variants are disedsalongside their potential
applications to various linguistic phenomena. Indeed diszussions of Vector TAG, de-
layed tree locality, and STAG have much in common with the STheveloped here, and
her discussion of derivational constraints in Vector TAG&hadows the constraints to be
discussed in Section 5. However, with all of this commowgdigtween the formal methods
employed, our analysis of bound variable pronouns diffeeg@y from that proposed by
Nesson.

Nesson’s analysis is predicated on capturing the well knlewality contrast between

English reflexive and non-reflexive pronouns, as in (52).

(52) a. Johphurt himself/*him;.

b. John said [that Mary hurt *himse]fhim;].

In essence, the reflexive pronouns can only be bound logdigreasim must have a min-
imal distance between itself and its antecedent. Nessdnrespthis using an alternative
representation of-calculus known as De Bruijn notation. Rather than usingnalietic
variables and corresponding binders, variables are repres as humeric indices which
count the levels of\-embedding within or beyond which the variable can be boural.

illustrate, we reproduce Nesson’s STAG tree sethiorselfandhim.

(53)
S* NP t*r e

Lt
T

him > 1

(54)
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Both himselfandhim are represented as typen the semantic formsHimselfis given as
index 1, meaning that it must be bound by the closest availbivider. Converseljhim

is given as> 1, indicating that at least one binder (the closest) must lerlovked as
the variable searches upward for an antecedent. In comtrasir analysis, the-binders
themselves are not part of the semantic representatiorfeegbronouns and instead are
encoded in the predicate elementary trees of which the preare arguments. These
pronoun tree sets therefore make no explicit connectiowdsat the pronominal and its
antecedent, and thus there is no need here to resort to defagelocality.

Another difference between Nesson’s analysis and ourstlsgitreatment of unbound
pronouns: while Nesson’s proposed lexical entry for pravsdn (54) subsumes both bound
and unbound pronouns, our proposed lexical entry for boundquns in (42) crucially
does not. For Nesson, the bound readindpiofi in (55) is generated ihim takes on the

value 2, but the unbound reading is generated if it takes @ndlue 3 or greater.
(55) John thinks Mary;, likes him; ;. (Nesson 2009, ex 5.46)

For us, unboundhim is simply a free variable, having a distinct lexical entrgrfr (42),
whose reference is determined by the discourse context.

Similarly, our approach does not subsume cases of crossrdhanaphora, as in (56).
(56) Bill; entered the room. John greeted him

Crucially, this is not a case of semantic binding, but a céslesscourse co-reference. Unlike
the quantificational antecedents we have discussed thu$éae is no semantic require-
ment that the given co-indexation obtain. Even replaciegifoper name with a quantifier,
the fact would remain that binding does not span clausestratao-indexation is not re-
quired. Semantic binding as we have formulated it here reguhat binding be captured
within a single derived semantic tree. Cross-sententipéddencies are a different mech-

anism entirely and should be handled by a discourse pragessimponent. We thus treat
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himin (56) as a free variable whose reference is again detechiipéhe discourse context,
in this case co-referring with an expression in a previougesee. For Nesson, on the
other handhim has the semantics in (54) and will end up being unbound as theamly
one\-binder in the elementary tree anchorgigeted

In sum, while Nesson provides a unified analysis for bound wartztbund pronouns,
assigning the same semantic representation to both, welairy to cover bound pronouns
and make no further comment on the use of unbound pronounsaWe however, shown
how semantic considerations can block certain possibleat@ms in cases of unbound
variables, and in the next section we move on to consider smrrgght ungrammatical

examples, and discuss how they may be ruled out in our system.

4.4 Eliminating Spurious Derivations

In this section, we consider two well-known cases of ungraical instances of bound

variable pronouns in English, as illustrated in (57).

(57) a. *Hes father loves every gifl

b. *She loves every girl.

In QR-based accounts, the examples in (57) result in cressowlations, triggered by
QR. In (57a), azvery girl QRs acroshier embedded in the subjeber father a weak
crossover violation is incurred, and in (57b),egry girlQRs across the c-commanding
she a strong crossover violation is incurred. In STAG, as QRadkattive, we must set
out a new analysis for how examples such as those in (57) @ out. As it is the more
challenging of the two, we first deal with weak crossover, sinow how the account can
be extended to cover strong crossover.

Recalling the discussion of (39), there are two possiblavd&éons where there are two

generalized quantifiers, one of which leaves the variabfgribmted bya’her unbound.
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However, a perfectly legitimate derivation for (57a) is gibte, with the derivation trees

shown in (58).

(58) Derivation Trees for (57a)

/
aloves o’loves
aeverygirl ofatherof  o'everygirl B'everygirl B'fatherof «'fatherof
[ER E &
Bher aher B'her o’her

This example cannot be blocked on the basis of any derivatmmnstraints based on iso-
morphism or any constraint against unbound variables is¢éhgantic derived tree. Indeed,
derivation trees in (58) are structurally identical to thas (43). Semantic compaosition
from the semantic derived tree in (59) results in the serodoitim in (60) with the variable

bound, and the intended meaning intact.

(59) Derived Trees for (57a)

/\ /\
oP 4 (e 0 1) (e.t)
DP[3sgf D/ /\ MD/\I‘ <<€>t>vmf>
D/\NP lpreé V [3sgFDP Vi ¢ / AP)\z.[)\mL,P(z)](z) /\7{\1‘
h|er [p(|)s$ rL loves D NP gi(z) P(x) ((f’,‘,t),t)/\(e,t)
14\ P(‘y) r me,t>>
fath|er@) (e,t)/\e 4, Aziylovesy,x)

Az.Rely, z) z,

(60) Ve [girl(z)] [THEY [father(y) A Rel(y, z)] [loves(y, x)]]

With no alternatives, we must check for well-formednesshia tlerived syntactic tree.

While agreement has been checked, we observe that the batiatlle pronourneris not
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c-commanded by its anteced@&viery girl and therefore thather is not c-commanded by
the node at whicther adjoins. Thus, we impose a c-command constraint betéeen
elementary trees of the bound variable MCS: in the derivedagyic tree, the defective
DP* elementary tree must c-command the argument DP treendtien of a c-command
constraint between syntactic MCS members is often usedkRdal) imposes exactly this
sort of c-command constraint in a proposed MCS analysishebinding, and Ryant and
Scheffler (32) make use of the same c-command constrainein MCS analysis of the
binding conditions ofseltanaphors. Returning to the discussion of (57a), in theasynt
derived tree in (59)gher has adjoined at the root aéverygirl, while aher substitutes at
a higher position imfatherof: the necessary c-command relation does not hold, ruliig o
this sentence.

The same c-command constraint will rule out strong crogsavén (57b). The elemen-
tary trees already established can be used to derive tmsga&dollowing the derivation in

(61) to derive the trees in (62).

(61) Derivation Trees for (57b)

/
alove o’loves
aeverygirl ashe o’everygirl B'every.girl o’she
| 1
Bshe B'she
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(62) Derived Trees for (57b)

TP t

DP[3sgH T (e,t), t) (e, t)
N N ot T
sLe [prles} \//p,}qop Vﬁ\t )\P)\z.[)\m!l.P(z)](z) )\7{\1‘
loves D NP girl(z) Pla) é (e, t)
girl 2, Azhylovedy,z)

As was the case in the weak crossover example, there is gatthierent in this derivation
or in the semantics to rule out this sentence. Again, we tuthe derived syntax tree and
find that the final position ofishe does not c-command the final positiormshe. Based
on this, we can rule out (578).

Our analysis thus far does not make any distinction betwieemeak and the strong
crossover cases. One distinction can be found though ifekeys for the bound variable
MCS in each case are examined. Here, we show the delays feethantics side only, but

the results would be equivalent if we looked to the syntax.

(63) a. Delay fotherin (57a)
{c’her, f'fatherof, 5’everygirl, 5'her}

b. Delay forshein (57b)
{a’she,f’everygirl, 5’'she

8The proposed c-command constraint on the bound variable M@S not cover examples such as in (i),
from Buring (2004).

@i a. Every boy’s mother likes him.
b. Somebody from every city hates its climate.

This does not pose a problem for our analysis, as examplésasithese have been analyzed as involving
E-type pronouns and not bound variables (3; 4).
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We define the delay length of an MCS as the cardinality of thaydainus the cardinality
of the MCS. Under this definition, while the delay length floe thound variable in (63a) is
4-2,two, itis 3-2,one, in (63b), which is the bare minimum delay length in the dé&fni
of derivation with delayed tree-locality. We will return tiois issue in Section 5 when we
formulate a derivational constraint based on the lengtheftielay.

Having established that there are well-formedness canttran both the syntax and
the semantics of bound variable pronouns in English, we baN@ot addressed the typo-
logical problem laid out in Section 2. Furthermore, we stdlve not provided an account

to rule out the English example (4a), repeated below as (64).
(64) *Every girl; loves hey.

The account of this example will lead us into the next seatiithe paper where we present
our analysis of the cross-linguistic variation in the latyatonstraints between the bound

variable pronoun and its binder.

5 Modelling the Typology

In this section, we propose a derivational constraint onlehgth of the bound variable
delay, which will account for the remaining case of ungrarcadity in English, as was
shown in (64), and discuss how this constraint can be paginet to capture the typology
of bound variable pronouns presented in Section 2.

Using the elementary trees already defined, the derivatemstand derived trees for

(64) can be generated as in (65) and (66).

(65) Derivation Trees for (64)

/
alove o’loves
aeverygirl aher  o’everygirl B'every.girl o’her
| |
Bher B'her
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(66) Derived Trees for (64)

TP t
DP[3sgR T (e, D), 1) (e, t)
NP T/\VP /\P/\t (e, f>m )
every N [pre§ V [3sgRDP Vi i b APAZ D P(2)](2) Angt
girl loves D girl‘(x) P(|x) e/\<e,t>
her g, € (e, (e, 1))

xp Az\y.lovesf, x)

The derivation trees for (64) are in fact identical to those (67b), the case of strong
crossover violation. However, unlike the strong cross@ase, the c-command constraint
on the bound variable MCS defined at the end of Section 4.4tigialated. Thus, based

on what we have said so far, (64) should have the reading in (67
(67) Ve [girl(z)] [loves(x, z)]

With a well-formed syntax and semantics, we are left to atersihe derivation as be-
ing the source of ungrammaticality. Recalling our disamssrom Section 2, different
classes of bound variable pronoun can be defined based oyritaetsc distance between
the pronominal variable and its antecedent. That is, thexgparmutations on locality
constraints on bound variable pronouns across languagesiot¥® that while the derived
syntax tree may provide one means of expressing this lgaaitstraint, the STAG deriva-
tion tree provides another. Specifically, we propose thatiéhgth of the delays for the
bound variable pronouns can be interpreted as a measurealityo In (68), we present

the delays for the bound variables in three of the examplesgmted thus far in English.

(68) a. *Every gir] loves hey.
{c’her,3’everygirl, 5'her}
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b. Every girl loves hey father.

{o’her, f'fatherof, 5’everygirl, 5'her}

C. Every gir} believes that shes intelligent.

{a’she,('believess’everygirl, 5'she

Let d be the cardinality of a delay of an MCS and tebe the cardinality of the MCS. We
define the length of the delaly,to bed — n. Then,l for the ungrammatical example is one,
and thel values of the grammatical examples are two. Further, we kihavsentences
in which the dependency between the bound variable pronediit@binder is longer than
(68c), with more layers of clausal embedding, are also finethis propose that the length
of delay for a bound variable pronoun in English is consgéito be greater than one.

A constraint based upon the delay length, essentially actsh on derivational local-
ity, is not without precedent. Working within the framewark Vector TAG, which also
allows for the non-local combination of MCS members, Nesmmh Shieber (29) propose
that MCS derivations can be constrained by imposing a maxirdarivational distance
permitted between MCS members. In the case at hand, we greging that for bound
variable pronouns in English, tHevalue must be greater than one. At first glance, this
seems like a highly arbitrary move. However, we argue thabnty is this value, one, far
from arbitrary, it is in fact the only value on which any sua@nstraint on bound variable
locality should be based.

The reasoning for this follows from the fact that a delaye@#iocal derivation can in
fact be defined in terms of thkandn values for any given MCS, as noted earlier in Section
3. For any MCS withn membersd > n, as the delay for any MCS will always contain at
least the members of the MCS itself. Under this definitioerethe generalized quantifiers
we are using will have their own trivial delays. Thus, we cawlate the list of delays in

(68) to include the delays for the generalized quantifiersell as in (69).
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(69) a. *Every gir] loves hey.

{o’her, 5’everygirl, 5'her}
{a’everygirl, 5’everygirl }

b.  Every girl loves herfather.
{a’her, f'fatherof, g’everygirl, 5’her}
{o’everygirl, f'everygirl }
{c/fatherof, p'fatherof}

C. Every gir} believes that shes intelligent.
{a’she,f’believess’everygirl, 5'she
{o’everygirl, f'everygirl }

In all cases, the generalized quantifier MCS members contlaeelocally with a single
elementary tree. This type of tree-local combination cardégned in terms of/ and
n as well, specificallyd = n. In this case, the delay length,= d — n, is zero. A
derivation moves into delayed tree-locality as soow @&sgreater tham, in which casd
is at least one. Crucially, we have already stated that thadwoariable MCS obligatorily
combines via delayed tree-locality; a tree-local derosatis not possible for the bound
variable MCS. As suclgnebecomes the threshold value, the minimal possible delagtten
for an MCS that must exploit delayed tree-locality. For Estgbound variable pronouns,
we can therefore recast our constraint in terméarid the threshold value, requiring that
[ > 1 hold true. This constraint can also explain the distincbetween the earlier weak
and strong crossover cases, as weak crossover incurred wighation in the syntax, while
the strong crossover example violates this derivationastraint as well.

We can now take this idea to model the typology of bound végisdxality. We have
already argued that all bound variable pronouns must coentiin delayed tree-locality;

this is mandated by the forms of the trees in the MCS of bounidhvi@ pronouns, and it is
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at the core of deriving the semantic binding relationshipc®a derivation is forced into
delayed tree-locality, there are three logical possibigians betweei and the threshold

value, listed in (70).

(70) a. =1

The case in (70a) would be that of a pronominal variable whcist combine via delayed
tree-locality, but can only do so at the minimal thresholtliga Looking back to the un-
grammatical (64), this is exactly the characterization @facgument binding. For those
languages in which reflexivity is expressed in terms of bowaréable anaphora, as in Nor-
wegian and Shona, this would be exactly the right constrainibound variable pronoun
respecting (70a) would exploit just enough delayed treality in order to be felicitously
used, but then go no further. (70b) corresponds to what we kagn for English bound
variable pronouns: there is no upper limit on how far thealale may be from its an-
tecedent, but it must at least be further than the threshalldevfor delayed tree-locality.
Finally, we are left with (70c), the most lenient constraaitowing any possible delayed
tree-local derivation; this would correspond to Koreaki, as we have shown, in (5) and
(6), there to be no locality constraints on its use.

In sum, these are the only three logical possibilities aldd, translating to only three
possible types of bound variable pronoun: one restrictezbtarguments, one viable for
anything but co-arguments, and one which is unconstraiAgaronominal variable bind-
ing constraint solely based on the derived syntax tree haxjnwalently principled way
of keeping down the number of possible constraints. Undehn susystem, a binding con-
straint for English type pronominal variables, for exampieuld have to be formulated

as a statement such as ‘a bound variable pronoun must bestbleaDP or one TP away
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from the binder.” However, once a binding constraint makésrence to at least one TP/DP
node, for example, there is no reason why further countimgtaints (at least two, at least
three, etc...) could not be formulated. As such, we migheekpo find bound variable
pronouns which must be at least two or three clauses remowgdtheir antecedents, or
even possibly cases where a bound variable should be at megbat not two or three)
clauses away from its antecedent.

The formalization of a threshold value which acts as a pianipfor derivational lo-
cality once again sets the present analysis apart from thé¢sson (27). While she uses
the De Bruijn notation> 1 as in (54), there is nothing inherent in the De Bruijn notatio
restricting the number of possible (anti-)locality comafis. Indeed, in Nesson’s system, it
would be trivially easy to propose a pronoun whose antededast be any arbitrary num-
ber of A-binders higher in the derived semantic tree, simply by gisirdifferent numeric
index in the lexical entry for a given pronoun. By restrigtiour locality constraint to the
permutations in (70), however, we reduce the number of pesbound variable pronouns
in natural language from a theoretically infinite number otgibilities to the observed
three, all of which pivot around the threshold value.

In closing this section, we would like to re-iterate that twastraints defined in (70)
are defined with respect to individual lexical items withigigen language, rather than as a
global constraint across all derivations involving an MCighwm a given language. Indeed,
we have already seen for English that while bound varialequns are governed by the
constraintin (70b), generalized quantifiers are not. Thestraints in (70) cover only those
lexical items whichmustbe derived via delayed tree-locality, presumably as a re$an
inherent non-local dependency. Becadsis always at least, the missing casé < 1
redundantly defines the situation whete= n, describing a tree-local derivation for the
MCS. We consider this to also be available as a possibler@nstand indeed maintain that

generalized quantifiers in English are constrained in éx#uts way. The last possibility,
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I < 1describes a case wherein an MCS could either combine toadlytpor at the minimal

threshold value for delayed tree-locality. We are not prdgeaware of any phenomenon
which fits this description of varying between a local andrecy-constrained non-local
dependency. Thus, we maintain that the constraints defmé€) exhaust the sum total
of possible definitions of delayed tree-locality, whichr&tan opposition to the tree-local

constraini/ = n, and that any or all of these may be active within a given laiggu

6 Conclusion

We have proposed an analysis of the syntax and semanticodminal variable bind-
ing using STAG, in which the parallel syntactic and semadédvations are required to
be isomorphic. In our analysis, a bound variable pronouresesented as an MCS in
both syntax and semantics, and participates in delayeddcaéderivation. We also make
use of constraints in the semantics, syntax, and derivationle out unattested cases of
variable binding: a constraint against unbound varialllegimantics, a constraint that one
component of the bound variable MCS c-command the other oaemt in syntax, and a
constraint on the length of the delay of the bound variableSVIC

We have also argued that our STAG model of the semantics aftbeariable pronouns
affords a restricted range of parametric variations whgkangruent with the observed
range of cross-linguistic data. Splitting the entire sebofind variable pronouns across
languages into natural classes based on the derivatiolagl ddative to the minimal pos-
sible delay length that must exploit delayed tree-localiglds exactly the three classes of
bound variable pronouns described in Section 2. This is aamed finding, as it not only
provides a more principled account of the observed localitsameters than Chomskyan
generative syntax, but it serves as a compelling argumemiéossoundness of a derivation

tree based syntax-semantics interface for LTAG, regasddéshe type of semantic repre-
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sentation chosen. With the adoption of delayed tree-Itycatid the derivational constraint
on the delay length, the parameters in (70) emerge naturather than by stipulation.

This work stands as a point in favour of the adoption of dedayee-locality within the
STAG framework, and in LTAG generally, although we haveystthsomewhat from the
original conception of delayed tree-locality as defined bya@g and Scheffler (6). In their
original proposal, they defined constraints based not onethgth of delays, but on the
number of simultaneous delays in a given derivation. Siamdity of delays is determined
by examining the entire set of delays in a given derivatior Boking for nodes which
participate in more than one delay. For example, lookingklhiacdhe examples in (69),
they each define derivations with two simultaneous del&@gb), for example, spells out a
scenario in which botls'father of ands’every girl participate in two delays each.

For Chiang and Scheffler, it was important to show that a d&adm involving two si-
multaneous delays generated structures weakly equivalémise derived from a proposed
combinatory operation known as flexible composition, oerse adjoining. As such, they
do not foresee the need to propose derivations with more ttharsimultaneous delays,
nor do they place any constraints on the length of a delay. &ester observe that natural
language syntax/semantics may require derivations théiegond two simultaneous de-
lays. Specifically, we draw attention to cases where mone d¢in@ bound variable pronoun

is embedded in a DP, as in (71). The semantic derivation tre@1a) is given in (72J.

(71) a. Every girlshowed a boysome picture of himby het.

b. Every gir} told a boy that some professptiked some picture of himthat she

gave him.

9For sake of readability, we leave out the boxed numeralsiiadte locations of parent elementary trees
in the derivation tree in (72).
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(72) Semantic derivation tree for (71a)
«o’showed

o’everygirl B'everygirl o’aboy  paboy  p'somepictureof o’somepicture of

5'by_her2 A'him a’him B'by_herl

As can be seen from the semantic derivation tree in (78pmepicture.of occurs in three
delays, those ofome picture gthim andby her And in (71b), it occurs in four delays,
those ofsome picture ofhim;, she andhimy. So, as the number of bound variables em-
bedded in a DP increases, so does the number of simultanelays éh the derivation. As
embedding is in principle unbounded, this raises the quests to whether the grammar
should allow an unbounded number of simultaneous delayspafeulate that as the num-
ber of simultaneous delays increases, so does the progésaunhin deriving the sentence.
Speakers encountering an example with four simultanedagsiesuch as (71b), may have
difficulty in reaching (or even fail to reach) the desirecepretation. It is possible that this
decreased comprehensibility with bound variables is stiie of a formal bound on the
number of simultaneous delays, in which case, it would Wflmm a competence property
of the grammar. This is analogous to Joshi et al.’s (18) mapthat processing difficulty
in German scrambling that requires more than two levels dfeziding is due to the formal
restriction imposed by the grammar, and not due to a perfocedéimitation. Applying
this idea to the case at hand, we can postulate that therexescarfumbetr:, though it must
be at least two under our treatment of bound variables, hathatderivation may have no
more thank simultaneous delays. Restricted this way, MC-TAG with gethtree-locality
is weakly equivalent to standard TAG, as shown by Chiang @heéfBer. We leave the con-
nection between comprehensibility, competence and théeruof simultaneous delays for
future work.

Finally, a question arises as to how the introduction of tansts based upon delay
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length, a contribution of this paper, interacts with coaisiis on the number of simultane-
ous delays. Fundamentally, the two constraints operateftemesht aspects of the deriva-
tion: our delay length constraint is a locality constraintias concerned only with the
delay of a single MCS; it governs the use of a single lexicahan On the other hand,
constraints on the number of simultaneous delays spealetovérall complexity of the

derivation as a whole. The exploration of the interplay lestw derivational locality and

derivational complexity remains as future work as well.
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