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SHERRY TURKLE 

1 "Spinningn Technology 
What We Are Not Thinking about 
When We Are Thinking about Computers 

THE STRUCTURE OF SPIN 

l.N THE decades since computers first entered everyday life, authors 
from the academy and popular media have told many stories about their so­
cial impact. Perhaps because academics and journalists are subject to sim­
ilar market forces, their narratives have shared a tendency to hyperbole. 
In scholarly circles, studies about technology that report strong effects are 
more likely to get published; in the popular press, technology stories need 
to be newsworthy. There is pressure to make complex teclmologies with 
complex effects into good or bad.·~ews. 

Consequently, by the 1990s, writing about computers was dominated 
by critics and utopians. Titles such as The Road Ahead, What Will Be, and 
Being Digital conjured images of untold riches, while computer critics, writ­
ing about the same technologies, invoked imminent th!eat with titles that 
suggested addiction and soul death: Trapped in the Net, Caught in the Net, 
Failure to Connect, and Silicon Snake Oil. 1 Even the postmillennial burst­
ing of the Internet bubble did not so much temper discourse as spawn a 
new round of apocalyptic pronouncements and comeback narratives. Most 
recently, the trend toward hype that began with critics and utopians has 
broadened. It has become a cultural commonplace to use oversimplification 
about technology as the functional equivalent of political spin-the practice 
of spinning turns complexity into simple narratives, whether in the realm 
of political or technological commentary. Contradictory effects are edited 
out for the news cycle. 

The editing that spin requires is facilitated by the use of a simple rhetor­
ical device. This is to portray the object at hand as a monolithic thing, in 
this case, "The Computer" with a capital C. (In the case of 'The Internet," 
conventionalized spelling has always and quite conveniently endowed it 
with a capital I.) The fact that computers are everywhere, regulating daily 
rhythms and routines-yet often hidden to view (in the toaster, the bank 
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machine, the alarm clock, the car)-seems to encourage unitary depiction. 
However, this rhetorical move comes at a cost. The fictive unity of "The 
Computer" makes it easier to speak of technology as an intentional agent 
and encourages us to acquiesce in sweeping generalizations about the ef­
fects or impact of computer technology on society. 

The legal theorist James Boyle, writing about cyberspace and the law, 
humorously characterized the limitations of seeing the Internet as a causal 
agent: 

Some time ago, for my sins, I got into some journalists' Rolodexes as a law 
professor who knew something about the Net. Now, whenever a web­
designing cult commits collective suicide, a child is accosted by a pervert 
in a chat room, or a murderer persuades his victim to turn up by sending 
an email message, I get a flood of calls looking for the "Internet angle." 
The trouble is that there rarely is an Internet angle. The mur~erers, sex­
ual predators and crackpot religions are largely independent of the com­
munications technology they happened to use. One reporter was partic­
ularly persistent in trying to get me to cough up an appropriate sound 
bite. Searching for an analogy, I asked her whether, if I called her up and 
asked her out on a blind date and murdered her, she would think it was 
a "telephone-related murder"? She rang off shortly thereafter, probably 
. more convinced of my emotional instability than by my argument. 2 

As a psychologist, I myself get fewer calls about Internet-induced mur­
der than about Internet-induced depression and addiction. But I have had 
many experiences that give me common cause with Boyle's annoyance. 
Spinning technology demands the Internet angle in the service of a clean 
story line. My closest analogy to Boyle's experience with the persistent re­
porter (one which I unfortunately did not handle with his wit and flair) 
came in the course of working on a television documentary about the effects 
of the Internet on family life. One of the case studies in the program was of 
a mother of three who left her family for a man she met online. I was inter­
viewed at length about the case. During the interview, I explained that the 
Internet is a powerful medium through which people are sometimes able to 
work on their personal lives. I felt that what was most central in this story 
was the troubled relationship of this woman to her family. She described 
herself as lonely, unhappy, and unable to cope with family issues. When she 
discovered the Internet, she began to correspond with sympathetic online 
voices, real people who offered her the companionship she so desperately 
desired. Eventually, she left home in order to live with one of those real 
people, a man she claims makes her happy. The Internet made this man 
known to her. It did not motivate her to want him. In the final editing of the 
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television documentary, my remarks were limited to comments regarding 
the "compelling" nature of the Internet. My credentials as an Internet expert 
were used to support the thesis that this woman suffered an addiction to the 
Internet stronger than that caused by tobacco, alcohol, or heroin. 

~ 

The language of Internet a'i;idiction limits our perspective, deters our ask-
ing crucial questions about why some people are able to use online experi­
ences to work through problems and move toward constructive solutions 
whereas others use online experiences to act out in unconstructive ways. In 
acting out we stage our old conflicts in new settings; we reenact our pasts in 
fruitless repetitions. In contrast, working through usually involves a mora­
torium on action and a deepening of life reflection. Internet relationships 
provide rich spaces for both acting out and working though. To under­
stand the dynamics of online experience we need to know about people's 
specific emotional challenges and resources.' And we need to know more 
about specific opportunities and difficulties provided by particular Internet 
social settings. 3 These questions demand highly detailed answers; online 
experiences are not generic nor are what people bring to them. When we 
treat computer-mediated conversation as analogous to heroin (a substance 
that will always disempower and ultimately destroy its users), such spe­
cific psychological and social questions are made to seem irrelevant. But 
these questions, about the differences among different kinds of Internet 
users and different kinds of Internet use, are exactly the ones that need close 
investigation. 

In my own studies of Internet social experience, I have found that the 
people who make the most of their "lives on the screen" are those who ap­
proach online life in a spirit of self-reflection. 4 They look at what they are 
doing with their virtual selves and ask what these actions say about their 
desires, perhaps unmet, as well as their need for social connection, perhaps 
unfilled. They use what they learn about themselves in their online lives 
to improve the "rest of their lives." Neither domain (virtual nor physically 
embodied) is treated as exclusively real. If we stigmatize virtual media as 
addictive (and, like drugs, in need of strict con~ol), we will not learn about 
how to more widely nurture self-reflection within them. A parent whose 
child is on heroin needs to get the child off the drug. A parent whose child 
spends a great deal of time on the Internet needs, first and foremost, to be 
curious about what he or she is doing there. Is the child forming online 
relationships that are serving developmental purposes? Is the child having 
specific online experiences that are likely to serve as stepping-stone• for 
emotional or intellectual growth? Do the child's online activities point to 
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things that might be missing in the rest of his or her life? When contemplat­
ing a child at a networked computer, it is m.ore constructive to think of the Internet 
as a Rorschach than as a narcotic. 

The debate about whether the Internet causes depression, which so pre­
occupied the media in the late 1990s, depended on a reification of the Inter­
net, on treating it as though it were a single thing. 5 We were not well-~erved 
by the terms of the debate. The Internet is a mode of cornmunicqtion. It 
makes sense to analogize Internet speech to conversation. If we ask, "What 
is the psychological effect of conversation?" most of us would probably step 
away from the demand that there be a single correct response. We would 
answer that some conversations are toxic, others banal, others somewhat 
hurtful or helpful, and that once in a very long while, a conversation can 
be life-transforming. This would be true of face-to-face conversations and 
it would be true of telephone conversations. But it wo.uld seem absurd to 
group all of these different conversations together and conclude that "con­
versation use" is, on average, mildly depressing. Yet, the prevalent narra­
tive of the "depressing Internet'' does just that. This narrative has all the 
signs of spin, a simplified story that impedes our ability to understand the 
diverse and complicated ways that computational technology has entered 
our lives. 

Computer technology is in its childhood, perhaps its adolescence. Un­
fortunately, we behave as though we are trapped in adolescence along with 
it, with an adolescent preference for absolutes, for seeing things in black 
and white. In the midst of our tales of love and hate, the computer is clearly 
being used as a projective screen for other concerns. Often, in our preoccu­
pation with what the computer can do or what the computer is becoming 
lie unstated questions about what is happening to us, about what we are be­
coming as we forge increasingly intimate relationships with this machine. 

BEHIND THE SPIN 

What are we thinking about when we are thinking about computers? What 
are we trying to not think about when we are thinking about computers? 
What fears, what anxieties, stand behind the spin? 

• Behind the spin lie our concerns about technology going out of control and about 
the human costs of technological chAnt•· 
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possibility of their autonomy, the idea that they might be out of our control. 6 

One cultural response is to create narratives about technology that help to 
rationalize how it became so powerful or why we feel so weak, for exam­
ple, by investing st9ries about technology with a familiar mythic narrative. 
Earlier generations retold the story of the Industrial Revolution as the sec­
ond "Fall of Man." These days the narrative of the Fall works its rhetorical 
power in stories of the "good" and "bad" computer. 

In the original Genesis story, Adam and Eve gain knowledge by eating 
the apple. This delicious fruit has dangerous implications they cannot fore­
see from their position of ignorance and inexperience. Henceforth, they are 
expelled from Paradise and destined to lead lives that are, to steal a phrase, 
"nasty, brutish, and short." The story of the Fall of Man provides a narrative 
template for a view of our pretechnological u~iverse as idyllic, pastorat and 
less physically and mentally regimented than our current mode of life. His­
torian Lewis Mumford's classic essay on the introduction of clocks in the 
Benedictine monasteries is written in this genre. The monasteries "helped 
to give human enterprise the regular collective beat and rhythm of the ma­
chine; for the clock is not merely a means of keeping track of the hours, 
but of synchronizing the actions of men." 7 Mechanical time, according to 
Mumford, is alien to human life and its specific, natural regularities: "the 
beat of the pulse, the breathing of the lungs, these change from hour to hour 
with mood and action, and in the longer span of days, time is measured not 
by the calendar but by the events that occupy it." 8 

Similarly, when literary critic Sven Birkerts discusses computers and 
reading in The Gutenberg Elegies, he sees the Fall of Man in the history of _ 
information technology. For Birkerts, "since World War II we have stepped, 
collectively, out of an ancient and familiar solitude and into an enormous 
web of imponderable linkages." 9 And "we feel imprisoned in a momentum 
that is not of our own making." 10 Precomputer humankind had an elon­
gated time, time that allowed the mind to wander in useful, productive, 
and unregirnented ways, time to read, to ponder, and to think. These days, 
for Birkerts, with the knowledge of computers ~nd the knowledge available 
through computers, we are socialized differently, regimented more, forced 
to think in nuggets and infobits. In sum, we do not read. 

Writers such as Mumford and Birkerts draw attention to how technology 
has had more than its intended in11trumcntal effecta; It ha• at.o had sub· 
jtctlvt tiiKtl, ofttn profound and u1ually un&nttncStcd. 'lichnoloiY doH 
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of Man narrative casts us as the ignorant architects of our own undoing. 
In this narrative, we make our artifacts but they in turn cast us out into 
worlds to which we are not suited. The narrative of the Fall reduces the 
dynamic relationship of people and technology to a story in which tech­
nology is the cruel, decisive actor. It was a God with ultimate power who 
expelled humans from the Garden of Eden. The new narratives of the Fall 
put technology into that position. They rationalize human passivity in the 
face of anxiety about technology. They give a sense of inevitability to peo­
ple's feelings of impotence in the face of our creations. 

• Behind the spin lie competing views of moder71ist progress with its attendant in­
equalities of ownership and power. 

Faith in technology is a centerpiece of the modernist conception of prog­
ress. In the standard modernist narrative, technology propels us onward 
and upward. For those who subscribe to this story, computers have to be 
good (or rather, very, very good) or the modernist project might not be, 
and then, where would we be? Conversely; for those who want to challenge 
notions of progress (inevitably linked to powerful technologies), computers 
have to be bad because they are represented as the technological ultimate. In 
Marx's writing technology occupies a complex role: it is both an engine and 
a platform for the ruling class, a means of dividing people as well as making 
communism practicable. These days, many utopian and dystopian stories 
about computers carry the weight of concerns about who owns technology 
and who is victimized by it. From the position of the haves, technology 
empowers; from the position of the have-nots, technology imprisons. 

In Mindstorms: Children, Computers, and Powerful Ideas, mathematician 
and educator Seymour Papert puts forth a technologically utopian vision 
for the haves: "In my vision, the child programs the computer and, in doing 
so, both acquires a sense of mastery over a piece of the most modern and 
powerful technology and establishes an intimate contact with some of the 
deepest ideas from science, from mathematics, and from the art of intellec­
tual model building." 11 The language is potent, full of promise. The child 
gains mastery. The machine is powerful, but the child's contact is joyful and 
intimate. In contrast, Birkerts writes about our encounter with the machine 
in the language of the disenfranchised: "Our historically sudden transition 
into an electronic culture has thrust us into a place of unknowing." 12 

Papert's child is clearly not one of Birkerts's victims, those thrust into 
a place of unknowing. Papert's child, quite precisely, will reach a place of 
greater knowing. Papert assumes that his empowered child owns and con-
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trois technology, while in Birkerts' s world passive children and adults are 
acted upon by "linkages," by forces not of their own making. These ver­
sions of the computer future are not research hypotheses as much as politi­
cal manifestos. Papert wants to mold a computer culture that will conform 
to his dreams. Birkerts yearns for a predigital world of greater transparency 
and human control. What keeps the language hot is that both sides are fill­
ing old bottles with new wine, recasting the debate on industrialization and 
its human toll as one about virtuality and its discontents. 

• Behind the spin lie our anxieties about the soul of the new machine and about the 
mechanization of mind. 

The Marxist tradition sees the costs of industrialization as going far be­
yond new divisions of power. For Marx, the technologies of the Industrial 
Revolution also brought a blurring of human and machine. He saw the ma­
chine coming to possess "skill and strength ... with a soul of its own in the 
mechanical laws acting through it." At the same time that material forces 
were becoming endowed with life, human life was being "stultif[iedJ into 
a material force." 13 

Marx's language captures an anxiety that stands behind many of our 
current anxieties about computers: the fear that computers are making peo­
ple more madrine-like while the machines gain "souls." As I have said, an 
unstated question lies behind our preoccupation about the future of com­
puting. That question is not what computers will be like in the future, but 
what we will be like, what kind of people we are becoming. I sit on a park 
bench with a mother of a six-year-old girl who is playing a question-and­
answer game with a computer-controlled robot. The child talks back to the 
machine when it chides her for a wrong answer or congratulates her for a 
right one. "My God," says the mother, "she treats that thing like a person. 
Do you suppose she thinks that people are machines?" 

Conversations about computers that play chess, about robotics, about 
computers that might display judgment, creativity, or affect can lead to 
heated discussions about the limits of machines and the uniqueness of 
people. They can lead to such statements as "Simulated thinking might be 
thinking, but simulated love is never love." The underlying anxiety here lies 
not in whether machines will come to think like people, but whether people 
have always thought like machines. For some, the programmed computer 
suggests that there might be something illusory in our own sense of auton­
omy and self-determination. For others, it provides an occasion to reject this 
view and make explicit a commitment to an idea of the human as essentially 
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"not computer." These disagreements are not about technology. They are 
about people. Mind and yet not mind1 the computer is an evocative object 
that we use to take our own measure. 

At different points in history, debates about human nature, about free 
will and determinism, have been played on different stages, in theology, in 
psychology, and in philosophy. In the twent}r-first century, they will, in part, 
be played out in debates about machines that think. When we are thinking 
about computers, we are thinking about ourselves. The increasing complex­
ity of today's computational objects makes us increasingly insecure about 
our own uniqueness, an anxiety that has made us vulnerable to spin. 

WHAT SPIN DEFLECTS 

Spin is distracting. Overheated debates about computer addiction and In­
ternet depression keep us from confronting issues raised by contemporary 
technology that are resistant to the oversimplifications of spin. 

• Spin deflects our new confusions between the real and the simulated. 

Today's children grow up granting new capacities and privileges to the 
machine world on the basis of its animation. They endow computational ob­
jects with properties, such as having intentions and ideas, that were previ­
ously reserved for living beings. They devise a new category, "sort of alive," 
to describe computational creatures, thus blurring the boundary between 
artifact and flesh. Two stories about children's relationships with computa­
tional artifacts serve as illustrations. 

The first story describes a moment on a vacation in Italy with my then 
seven-year-old daughter. On a boat ride in the postcard-blue Mediterran­
ean, she saw a creature in the water, pointed to it excitedly, and said, "Look, 
Mommy, a jellyfish. It looks so realistic." I told this story to a Disney exec­
utive who responded to it by describing the reaction of the first visitors to 
Animal Kingdom, Disney's theme park in Orlando, which had the unique­
ness of being populated by real, that is, biological animals. The first visitors 
to the park expressed disappointment that the animals were not realistic 
enough. They did not exhibit the lifelike behavior of the more active robotic 
animals at Walt Disney World, only a few miles away. 

The second story is drawn from my ethnographic work studying chil­
dren and play. I was at an afterschool center in the mid-1990s, observing 
a group of seven-year-olds playing with a set of plastic transformer toys 
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that could take the shape of armored tanks, robots, or people. The trans­
formers could also be put into intermediate states so that a robot arm could 
protrude from a human form or a human leg from a mechanical tank. Two 
of the children were playing with the toys in these intermediate states (that 
is, in their interm~diate sta~es somewhere between being people, machines, 
and robots). A third child insisted that this was not right. The toys, he said, 
should not be placed in hybrid states. You should play them as all-tank 
or all-people. He was getting upset because the other two children were 
making a point of ignoring him. An eight-year-old girl comforted the upset 
child. "It's okay to play them when they are in between. It's all the same 
stuff," she said, "just yucky computer cy-dough-plasm." 

When Piaget interviewed children in the 1920s and 1930s about which 
objects were alive and which were not, he found that children honed their 
definition of life by developing increasingly sophisticated notions about 
motion, the world of physics. In contrast, when I began to study the nascent 
computer culture in the early 1980s, children argued about whether a com­
puter was alive through discussions about its psychology. 14 Did the com­
puter know things on its own or did it have to be programmed? Did it have 
intentions, consciousness, and feelings? Did it cheat? Did it know it was 
cheating? Faced with intelligent machines, children took a New World of 
objects and imposed a New World Order. 

In the course of the i990s, that order was strained to the breaking point. 
Today, children will talk about computers as "just machines" but describe 
them as sentient and intentional. The very notion of a machine has been 
reconfigured to include an object with a psychology. Faced with the ob­
jects of the culture of simulation, children still try to impose order, but they 
do so in the manner of theoretical bricoleurs or tinkerers, making do with 
whatever materials are at hand, making do 'IA'ith whatever theory can fit a 
prevailing circumstance. Different children comfortably hold different the­
ories, and individual children are able to cycle through different theories at 
a rapid pace. 

My current collection of comments made by children about computa­
tional objects suggests a range of theories on the nature of life. When they 
play with programmable toy robots constructed of Lego bricks, children's 
classifications include: the robots are in control but not alive; would be alive 
if they had bodies; are alive because they have bodies; would be alive if 
they had feelings; are alive the way insects are alive but not the way people 
are alive. When confronted with Sim creatures (screen objects in a popular 
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game in which the player builds a simulated city), children come forth with technology serves as a screen that enables people to project their thoughts 
a different set of theories: the Sim creatures are not alive because they are and feelings, their very different cognitive styles. With relational artifacts, 
just in the computer; could be alive if they got out of the computer; are the Rorschach model of a computer/human relationship breaks down sig-
alive until you turn off the computer and then they're dead; are not alive nificantly. The computational object no longer presents itself as affectively 
because nothing in the computer is real; are alive but not real; are not alive neutral. People ~re learnipg that to relate successfully to a computer one 
but almost-alive; would be alive if they spoke; are not alive because they has to assess the machine's emotional state. The important questions no 
don't have bodies; are alive because they can have babies; would be alive if longer relate to how the machine works in terms of any underlying me-
they could get out of the computer and onto America Online. What is most chanica! process. Rather, getting along with the technology means taking 
notable is the striking heterogeneity of theory, the fluidity of categories. the computer at interface value, much as one would another person. Per-

The new fluidity marks a psychological, cultural, and moral shift that haps most important, today's children learn very early that some artifacts 
is resonant with new scientific realities. We are at a crossroads at which demand emotional nurturance. 
progre~s in nanotechnology, genetic engineering, artificial life, and robotics Among the first of these relational artifacts to be deployed in the roar-
is bringing us closer to technologies of self-replication and natural selec- ketplace were virtual pets (such as Tamagotchis) and digital dolls (such as 
tion. 15 As they reach adulthood, today' s children are not going to approach Furbies). What makes them different from earlier computational toys and 
the issues raised by these technologies with a sensibility that depends on games is that they have a "life cycle," and therefore demand children's care 
there being one answer that must serve all purposes. They are getting used and nurturance. For example, in order to grow and be healthy, Tamagotchis 
to cycling through the cy-dough-plasm to far more fluid ways of thinking (little screen creatures) need to be fed, cleaned, and amused. Furbies (cud-
about life. dly owl-like creatures) simulate learning and loving. Furbies arrive in the 

• Spin deflects thinking about what kinds of relationships it is appropriate to have 
with a machine. 

In the late 1990s, Rodney Brooks, the director of the MIT Artificial Intel­
ligence Lab, developed "Bit," a robot baby. Bit, marketed in 2000 as Has­
bra's "My Real Baby," makes baby sounds and has baby facial expressions, 
shaped by mechanical musculature under its artificial skin. Most signifi­
cant, this computationally complex doll has baby "states of mind." Bounce 
the doll when it is happy, and it gets happier. Bounce it when it is grumpy 
and it gets grumpier. At the MIT Media Lab, Rosalind Picard's research 
group develops "affective computers," machines that are programmed to 
assess their users' emotional states and respond with "emotional states" 
of their own. The Sony Corporation has developed a pet robot dog, AIBO; 
Matsushita has introduced a robot cat, Tama, designed as a health compan­
ion for the elderly. Interactive dolls, affective machines, and robot pets are 
relational artifacts. They are designed to evoke a sense of connection on the 
part of their human owners. These owners are not simply users, they are 
conceived of as companions. 

During the over two decades in which I have explored people's relation­
ships with computers, and, indeed, throughout the first part of this essay, 
I have used the metaphor of computer as Rorschach. In this paradigm, the 
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child's life speaking "Furbish." They "learn" to speak English. They play 
hide and seek, communicate with each other, join together in song, and say, 
"I love you." Furbies add the dimensions of human-like conversation and 
tender companionship to the mix of what children can anticipate from com­
putational objects. In my research on children and Furbies, I have found that 
when children play with these new objects they want to know what their 
state is-not for the sake of getting something right, but rather to make the 
Furbies happy. Children want to understand Furby language, not to win 
in a game over a Furby, but to have a feeling of mutual recognition. Chil­
dren are concerned less with how Tamagotchis and Furbies work, or what 
they really know, and more with the toys' health and well-being. In sum, a 
new generation of objects pushes on our evolutionary buttons to respond 
to interactivity by experiencing ourselves as being with kindred others. 

In my previous research on children and computer toys, children de­
scribed the lifelike status of machines in terms of their cognitive capacities 
(the toys could "know" things, "solve" puzzles). In my studies on children 
and Furbies, I have found that children describe these new toys as sort of 
alive because of the quality of their emotional attachments to the Furbies 
and because of their fantasies about the idea that the Furby might be emo­
tionally attached to them. So, for example, when I ask the question, "Do you 
think the Furby is alive?" children answer not in terms of what the Furby 
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can do, but how they feel about the Furby and how the Furby might feel 
about them. r· 

Ron (6): Well, the Furby is alive for a Furby. And you know, something 
this smart should have arms. It might waht to pick up something or to 
hug me. 

Katherine (5): Is it alive? Well, I love it. It's more alive than a Tamagotchi 
because it sleeps with me. It likes to sleep with :r:'e. 

Jen (9): I really like to take care of it. So, I guess it is alive, but it doesn't 
need to really eat, so it is as alive as you can be if you don't eat. A Furby 
is like an owl. But it is more alive than an owl because it knows more and 
you can talk to it. But it needs batteries so it is not an animal. It's not like 
an animal kind of alive. 

Traditionally, rag dolls and stuffed animals invited children's projec­
tions. The child made of the inert object what he or she wanted it to be, 
needed it to be at a particular developmental moment. Today's robotic pets 
and dolls do not so much invite projection, as demand engagement. They 
are not just there to evoke children's emotions; they tell the child what they 
need. In that sense, for the child, they are very much alive, in the sense 
of having intentions and a personal agenda. Children learn to have expec­
tations of emotional attachments to computers, not in the way we have 
expectations of emotional attachment to our cars and stereos, but in the 
way we have expectations about our emotional attachments to people. In 
the process, the very meaning of the word emotional may change. 

Over the past five decades, research in artificial intelligence has not suc­
ceeded in creating a machine as intelligent as a person; it has not even come 
close to that. It has succeeded, however, in contributing to a certain evolu­
tion of our language in terms of how we use the word intelligence. Nowa­
days, we commonly talk about intelligent machines-machines that play 
chess or assess mortgage applications. While these feats are wondrous, in 
the past intelligence indicated a far more complex range of cognitive skills 
and an ability to perceive the world and its meaning. We now face the 
prospect of a similar evolution of language in the way we use the words 
affect and emotion. Today, children talk about an "animal kind of alive" and 
a "Furby kind of alive." Will they soon come to talk about a "people. kind of 
love" and a "computer kind of love"? Traditionally, an understanding of a 
"people kind of love" has been tied to the human experience of the body, of 
growing up in a family, of loss, of the fragility and the finiteness of life. In 
our nascent computer culture, "love" might come to mean something else 
altogether. 
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Unlike the old AI debates of the 1960s to the 1980s, in which researchers 
argued about whether machines could be really intelligent, the new discus­
sions about relational artifacts sidestep essentialist arguments about what 
is inherent in them and instead force us to consider what they evoke in 
us. When we are asked to care for an object, when the cared-for object 
thrives and offers us its attention and concern, we experience that object 
as intelligent, but more important, we feel a connection to it.16 Rather than 
debating about whether the new relational artifacts really have emotions, 
we are challenged to reflect on the issues that are raised by our emotions 
toward them. 17 

Traditionally, children have had to project states of mind onto their toys 
and dolls. In order to do this, they used as their models the infinitely com­
plex and fluid states of mind of people. We know very little about the psy­
chological implications of children having strong emotional connections 
with objects that have a limited number of states, even if that limited num­
ber of states is sufficient to supply an illusion of life or a deeply gratifying 
experience. Suppose that one spin-off of the Brooks doll project (let's say, to 
be launched for Christmas 2010) is a baby stimulator that would hold the 
attention of a child so that it was as happy interacting with the stimulator 
as with people. Although we know very little for sure about the implica­
tions of such a person/machine relationship, it is possible that it might pose 
psychological risk to some children, seducing them into the pleasures of a 
psychological space that offers a simplicity and predictability that the world 
of people does not. 

Another issue to consider is how interacting with relational artifacts may 
affect people's way of thinking about themselves, their sense of human 
identity. Children have traditionally defined what makes people special in 
terms of a theory of "nearest neighbors." So, when the nearest neighbors 
(in children's eyes) were their pet dogs and cats, people were special be­
cause they had reason. The Aristotelian definition of "Man as a rational an­
imal" made sense even for the youngest children. But when, in the 1980s, it 
seemed to children that smart computers (which spoke, obeyed commands, 
did math problems, and played tic-tac-toe) Were the nearest neighbors, chil­
dren's approach to the problem changed. In the course of the 1980s, peo­
ple became special not because they were rational animals but because they 
were emotional machines. So, in 1983, a ten-year-old told me: "When there 
are the robots that are as smart as the people, the people will still run the 
restaurants, cook the food, have the families. I guess they'll still be the only 
ones who'll go to Church." Now in a world where machir&es present themselves "I • .1 a a __ .. .1 a &o .& _ _ -.. I 
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I have argued that spinning technology enables us to displace our anxi­
eties. If we takl~ strong positions about computers we are sometimes able to 
avoid dirt•d tnlk about social inequality, technology out of control, and our 
dlt~lllu~tionmcnt with myths of progress. Now I am suggesting yet another 
lrvrl of dl~plact!ment, closer to the dynamics of a fetish. In the psychody­
ll"mk undt•rstanding of a fetish, attention is commanded by a compelling 
obJt'l't so that the fetishist does not need to confront taboo wishes and/or 
rt'pressed sexual desires. Online pornography and Interne_t addiction may 
be safe, "acceptable" causes for concern while there are some things that 
we don't want to think about because we find them unthinkable. And most 
central among these may be the question "What kind of relationship is it 
appropriate to have with a machine?" The question is real enough to be worth 
fleeing from"7"'not because we have built machines that have intelligence or emo­
tions, but because of the emotions that our machines evoke in us. But, as with all 
histories that involve fetishes-objects about which we feel passionate be­
cause we cannot face the underlying issues from which they shield us-we 
ultimately will have nowhere to hide. 
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