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1. Introduction

Anaphaaresolution is a complicaed problem in Natural Language Processng and hes
attraded the dtention d many reseachers. The gproaces developed - traditional
(from purely syntadic ones to highly semantic and pragmatic ones), aternative
(stetistic, urcertainty-ressoning etc.) or knowledge-poar, offer only approximate
solutions.

The paper is an introduction to anaphara resolution dfering a brief survey of the maor
worksin thefield.

1.1 Basic notions and terminology

The @ymology d the term "anaphaa’ goes badk to Ancient Greek with “anaphaa”
(avadopa) being a compound word consisting o the separate words ava — back,
upstream, back in an upvard dredion and ¢opa - the act of carrying and denoted the
act of carrying back upstream. For Computational Linguists embarking uponreseach
in the field of anapha resolution, | strondy recommend as a primer Graham Hirst's
book"Anaphaain natural language understanding’ (Hirst 1981) which may seem a bit
dated in that it does not include developments in the 80's and the 90's, bu which
provides an excdlent survey of the theoreticd work on anaphaa and d the ealy com-
putational approaches andis dill very useful reading.

Various definitions of anaphara have been pu forward, bu | am tempted to paraphrase
the dasdcd definition gven by Halliday and Hasan (Halliday & Hasan 197§ which is
based onthe notion d cohesion: anaphara is cohesion (presuppasition) which pants
badk to some previous' item.

"'We shall not discusscaapharawhich isthe case when the "anapha™ precedes the antecedent (e.g.
"Because she was going to the post office Julie was asked to past asmall parcd")



The "pointing bad" (reference) is cdled an anaphae and the entity to which it refersis
its antecalent. The process of determining the antecedent of an anapha is cdled
anaphaoa resolution. Usually, bah the antecedent and the anaphar are used as referring
expressons and having the same referent” in the red world, they are termed
coreferential.

Example (Huddeston 1983:
The Empresshasn't arrived yet but she shoud be here any minute

In this example, the pronoun”she" is the anapha (for classficaion d anaphas, see
below) and "the Empress' is the antecalent. Please note that the antecedent is not the
noun"Empress' but the noun phiase "the Empress'.

There may be caes when the anapha and more than ore of the preceling (or
following) entities (usually noun plases) have the same referent and are therefore
pairwise coreferential, thus forming acoreferential chain. In such a cae, we regard ead
of the preceading entities which are coreferential with the anaphar(s) as a legitimate
antecadent. Therefore, in such cases the task of anaphara resolution is considered
succesdul, if any of the preceding entities in the coreferential chain is identified as an
antecedent. Our paper will discuss the task of anaphaa resolution oy and nd
coreference resolution (except for briefly mentioning it in sedion 4.2. For more on
coreference resolution, | suggest the reader consult the MUC (Messge Understating
Conference) Procealings in which coreferenceresolution is extensively covered.

1.2 Types of anaphora

There ae various types of anaphara (Hirst 1981), but we will shall briefly outline those
that are though to be the threemost widespread types in the Computational Linguistics
literature.

e Pronamina anaphaa

The most widesprea type of anapharais the pronamina anaphara which is redised by
anapharic pronours.

Example:

Computational Lingusts from many dfferent courtries attended the tutorial.
They took extensive notes.

It shoud be painted ou that nat al pronoursin English are anapharic. For instance, "it"
can doften be nonanapharic such asin the cae of the previous entence Other examples
of nonanaphaic “it” include expressons sich as "It isimportant”, "It is necessary”, "It
has to be taken into acourt”". A nonanaphaic "it" is termed peonastic (Lappin &
Leass1999.

*Therelation between the anaphar and the antecedent is not to be wnfused with that between the anaphar
and itsreferent; in the example below the referent is "the Empress' asa personin the red word whereas
the antecalent is "the Empress' asalingustic form
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* Definite noun phase anaphaa

Typicd cases of definite noun phase anaphara is when the antecedent is referred by a
definite noun phase representing either same concept (repetition) or semanticdly close
concepts (e.g. synonyms, superordinates).

Example:

Computational Lingusts from many dfferent courtries attended the tutorial.
The participants foundit hard to cope with the speed of the presentation.

* One-anaphaa

One-anaphaaisthe cae when the anaphaic expressonisredised bya"one' noun
phrase. Example:

If you canna attend a tutorial in the morning, youcan gofor an afternoon ore.

Finaly, we distingush intrasentential anaphars (referring to an antecedent which is in
the same sentence & the anapha) and intersentential anaphas (referring to an
antecalent which isin adifferent sentencefrom that of the anaphar).

1.3 The processof anaphor a resolution

Most of the anaphara resolution systems ded with resolution o anaphas which have
noun phases as their antecadents because identifying anaphas which have verb
phrases, clauses, sentences or even paragraphs/discourse segments as antecalents, is a
more cmplicaed task. Typicdly, al noun phases (NPs) precaling an anapha are
initially regarded as potential candidates for antecedents. Usually, a seach scope has to
be identified: most approaches look for NPs in the airrent and preceding sentence
However, an "ided" anaphara resolution system shoud extend its sope of seach:
anteceadents which are 17 sentences away from the anapha have drealy been reported
(Mitkov 199%)!

Asauming that the scope of seach for a spedfic goproach has arealy been spedfied,
the NPs precaling the anapha within that scope ae identified as candidates for
antecadents and a number of anaphara resolution fadors are employed to tradk down
the mrred antecedent.

Approades to anaphara resolution wsually rely on a set of "anaphara resolution fac
tors'. Fadors used frequently in the resolution process include gender and number
agreeament, c-command constraints, semantic consistency, syntadic parallelism, se-
mantic parall elism, salience, proximity etc. These fadors can be "eliminating’ i.e. dis-
courting certain noun phases from the set of possble candidates (such as gender and
number constraints’, c-command constraints, semantic consistency) or "preferential”,
giving more preference to certain candidates and less to athers (such as parall elism,
salience). Computational lingustics literature uses diverse terminoogy for these - for
example E. Rich and S. LuperFoy (Rich & LuperFoy 198§ refer to the "eliminating’

°In English antecedents usually agreein gender and nunber with the anaphars, but thisis not always the
case in ather languages
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fadors as "constraints’, and to the preferential ones as "proposers’, whereas Carborell
and Brown (Carborell & Brown 198§ use the terms "constraints’ and "preferences’.
Other authors argue that all fadors $oud be regarded as preferential, giving higher
preference to more restrictive fadors and lower - to less"absolute” ones, cdling them
simply "fadors' (Preul3 et a. 1999, "attributes' (Rico Pérez 1994, "symptoms'
(Mitkov 19950 or "indicaors" (Mitkov 1996, 1998I).

The division d fadors into constraints and preferences has led to dstingushing

between constraint-based and preferences-based architedures in anaphaa resolution
(Mitkov 19971).

1.3.1Constraints

Severa constraints will be outlined and ill ustrated by examples. Coreferential items are
given the same index.

* Gender and number agreement

This constraint requires that anaphars and their antecadents must' agreein number and
gender.

Example:

Jane; told Phili px and hisfriendsy, that she wasin love.
» Syntadic binding theories' constraints
Results in Government and Binding Theory (GB)® and Lexicd Functional Grammar
have provided useful constraints onthe anaphars and their anteceadents which have been
successully used in anapha resolution. For instance various GB c-command
restrictions have been formulated in (Ingria & Stallard 1989 for eliminating urac
ceptable candidates when seaching for the antecedent:

(& A nonpronamina NP canna overlap in reference with any NP that c-
commandsit.

He, told them about John.
(b) The anteceadent of a boundanapha must c-command it.

John likes pictures of himsglf;.

(c) A persona pronoun canna overlap in reference with an NP that c-
commandsit.

John told Bill; about him, .

‘ There ae cetain colledive noursin English which do nd agreein number with their antecedents (e.g.
"government”, "team", "parliament" etc. can bereferred to by "they"; equally some plural nours such as
"data' can bereferred to by"it") and shoud be exempted from the agreement test

° For more on c-commands sel . Haegeman's book (Haegeman, 1994
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* Semantic consistency

This constraint stipulates that if satisfied by the anaphar, semantic oconsistency
constraints must be satisfied also byits antecedent.

Vincent removed the diskette from the computer; and then dsconreded it;.
Vincent removed the diskette, from the computer and then copied it;.

1.3.2Preferences

Preferences, as oppased to constraints, are not obligatory condtions and therefore do
not always had. We shall ill ustrate three preferences. syntadic parall elism, semantic
parall elism and center of attention.

» Syntadic parall €lism

Syntadic parallelism could be quite helpful when ather constraints or preferences are
not in apositionto propose an urambiguous anteceadent. This preferenceis given to NPs
with the same syntadic function as the anaphar.

The programmer; succesgully combined Prolog] with C, bu he, had combined
itj with Pascd |ast time.
The programmer; successully combined Prolog with Cj, bu he had combined
Pascd with itj last time.

e Semantic parallelism

This is a useful (and stronger than syntadic parallelism) preference but only systems
which can automaticdly identify semantic roles, can employ it. It says that NPs which
have the same semantic role a the anaphar, are favoured.

Vincent gave the diskette to Sody;. Kim also gave him, aletter.
Vincent, gave the diskette to Sody. He, also gave Kim aletter.

» Centering

Althoughthe syntadic and semantic aiteria for the seledion o an antecalent are very
strong, they are not aways aufficient to dstingush between a set of possble
candidates. Moreover, they serve more & filters to eliminate unsuitable candidates than
as propesers of the most likely candidate. In the cae of antecadent ambiguity, it is the
most salient element among the candidates for antecadent which is usualy the front-
runrer. This most salient element is referred to in computational lingugics as focus
(e.g. (Sidner 1979 or center® e.g. (Grosz & al. 83 thoughthe terminology can be much
more diverse (Hirst 1981, Mitkov 199%).

® Center and focus are dose, but not identica concepts. We refer the reader to (Grosz e al. 1995
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For instance, neither madines, na humans, would be &le to resolve the anaphaic
pronoun'it” i n the sentence

Jenny pu the aip onthe plate and roke it.

However, if this sntence is part of a discourse segment” which makes it possble to
determine the most sali ent element, the situationis diff erent:

Jenny went window shoppng yesterday and spotted a nice aip. She wanted to
buy it, bu she had no money with her. Nevertheless she knew she would be
shoppng the following day, so she would be @le to buythe aip then. The
following day, she went to the shop and bough the coveted cup. However,
oncebadk hame and in her kitchen, she put the aup onaplate and brokeit...

In this discourse segment, "the aup’ is the most salient entity and is the center of
attention throughou the discourse segment.

It is now clea that very often when two or more candidates "compete" for the
antecealent, the task of resolving the anaphar is dhifted to the task of tradking dowvn the
center/focus of the sentence (clause). Various methods have drealy been proposed to
center/focus tracking (e.g. Brennan et a. 1987 Dahl & Ball 1990 Mitkov 1994b
Sidner 1986 Stys & Zemke 1995 Walker et al. 92).

However useful the term center (or focus) can be for anaphara resolution, we shoud
point out that it has wuffered from two inconveniences: its intuiti ve nature and the use of
different terms to describe concepts which either seem to be very close to "center” or
even could be mnsidered pradicdly identicd (e.g. focus, topic, theme - for further
detail s please see(Hirst 1981 and (Mitkov 199%).

1.3.3Computationd strategies

While anumber of approaches use asimilar set of fadors, the "computational strate-
gies' for the gplicaion d these fadors may differ (here, the term "computational
strategy” refers to the way antecadents are computed, tradked down, i.e. the dgorithm,
formula for asdgning antecalents rather than computational isdles related to
progranming languages, complexity etc.). Some gproadhes incorporate a traditional
model which dscourts unlikely candidates until aminimal set of plausible candidatesis
obtained (and then make use of center or focus, for instance), whereas others compute
the most likely candidate on the basis of statisticd or Al tedhniquessmodels. This
observation led usto caegorise the gproaches to anaphararesolution as "traditional” or
"dternative” (seesedion 3.

2. Early work on anaphora resolution

Inthis survey | shal not present the ealy works on anaphar resolution comprehensively
sincethey are very well covered in (Hirst 1981): | shall mention orly Bobrow's program
STUDENT, Winogad's SHRDLU, Wilk's preference semantics approach and Hobli's
naive dgorithm.

" For definition o discourse segment see(Allen, 1995, Chapter 14
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2.1STUDENT (Bobrow 1964)

One of the ealiest attempts to resolve anaphars by a computer program is reported in
STUDENT (Bobrow 1964, a high-schod algebra problem answering system. It has a
few limited heuristics for resolving anaphas and more particularly anaphaa
paraphrases and incompl ete repetitions. For example, the system can succesdully track
down the anteceadent in the foll owing example using pettern matching:

The number of soldiers the Russans have is haf the number of gurs they
have. The number of gunsis 7000.What is the number of soldiersthey have?

However, these simple heuristics are nat as intelligent as they might sean since the
sentence is not even parsed in any red sense. The following references to 'sailors for
example, could nd be matched up

The number of soldiers the Russans have is twice the number of sail ors they
have. The number of soldiersis 7000.How many sail ors do the Russans have?

2.2SHRDLU (Winogad 1972

Winogad (Winogad 1972 was the first to develop procedures for pronounresoution
in his SHRDLU system. He chedks previous noun phiases for possble antecalents and
does not consider the first likely candidate but examines al the passhilities in the
precaling text and rates plausibility on the basis of syntadic position (subjed is
favoured over objed and bdh are favoured ower the objed of a prepaosition). In
addition, "focus' elements are favoured, the focus being determined from the answers to
wh-questions and from indefinite noun phasesin yes-no qestions.

2.3Preference semantics (Wilks 1973

Wilks (Wilks 1973 1975 describes an English to French trandation system which uses
4 levels of pronaminal anapha resolution depending onthe type of anapha and the
mechanism neealed to resolveit. The lowest level, referred to astype "A" anaphara, uses
only knowledge of individual lexeme meanings successully solving cases such as:

Give the bananas to the monkeys althoughthey are nat ripe, because they are
very hungy.

Each "they" is interpreted corredly using the knowledge that the monkeys, being
animate, are likely to be hungy and bananas, being fruit, are likely to beripe.

If aword meaning fails to find a unique anteceadent for the pronoun,inference methods
for type "B" anaphars - those that need analytic inference - or type "C" anaphars - those
that require inference using red-world knavledge beyond the simple word meanings -
are brougtt in. If the anaphar is dill unresolved after al this, "focus of attention” rules
attempt to find the topic of the sentenceto use & the anteceadent.



2.4 Taking syntax on board: Hobbs' algorithm

Syntax methods are used usually as filters to dscourt unacceptable candidates rather
than to propcse antecalents. Syntax-oriented methods alone ae not enough, though
they play an important role in anaphar resolution.

One of the first (and best) methods relying mostly on syntadicad knowledge is Hobks
algorithm (Hobbs 1976 1978. His algorithm is based on \arious g/ntadic constraints
on pronaminali sation which are used to seach the tree The seach isdore in an ogtimal
order in such a way that the NP uponwhich it terminates is regarded as the probable
anteceadent of the pronounat which the dgorithm starts.

Hobbs tests his algorithm on texts from an archaeology book,an Arthur Hailey novel
and a wpy o Newsweek. He reports (Hobbs 1976 that the dgorithm worked 88 per
cent of thetime, and 92 @rcent when augmented with simple seledional constraints.

AlthoughHobbs' algorithm has been regarded as inadequate (Hirst 1987), it was quite a
success for its time. Recent comparison with more sophisticaed methods (Baldwin
1997 Walker 1989 shows it could be dtradive even from the point of view of today's
results. Moreover, as Hobbs auggests, his algarithm may still be useful, since it is
computationally chegp compared to any semantic methodfor pronounresolution.

3. Recent developmentsin anaphora resolution

After considerable and succesdul initial research in anapha resolution (Hobbs 1976
Sidner 1979 Webber 1979,Wilks 1979 and after yeas of relative silencein the ealy
eighties, the late 80's and ealy 90's saw a revival of interest with various projeds
reported. We will summarise the most well-known works by grouping them into
“traditiona" and "aternative" approadies. As | have dready explained (subsedion
1.3.3, the basis for this clasgfication is the mmputational strategy used. We term
"traditional" those dassc gpproadies that integrate knowledge sources/fadors that dis-
court unlikely candidates until a minimal set of plausible candidates is obtained (then
make use of center or focus, or other preference). We regard as "aternative" approaces
that compute the most likely candidate on the basis of statisticad or Al tedh-
nigques/models.

3.1 Traditional approaches
3.1.1 D. Carter's shall ow processng appoach

Carter reportsin his PhD thesis (Carter 1986 and later in his book (Carter 1987 on a
"shallow processng' approach which exploits knowledge of syntax, semantics and
locd focusing as heavily as passble withou relying onthe presence of a large anourt
of world or domain knowledge which, as he mmments, is notoriously hard to process
acarately.

His ideas are implemented in a program which resolves anapharic and aher lingustic
ambiguities in simple English stories and generates entence-by-sentence paraphrases
that show which interpretations have been seleded. The program combines and
develops ®vera existing theories, most natably Sidner's (Sidner 1979 theory of locd
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focusing and Wilks (Wilks 1975 "preference semantics' theory of semantics as well as
common sense inference

Carter modifies Sidner's framework and extends it to alow focus-based processng to
interad more flexibly with processng keing based on dher types of knowledge. Wilks
treament of common sense inference is extended to incorporate awider range of types
of inference withou jeopardising its uniformity and simplicity. Wilks' primiti ve-based
formalism for word sense meanings was further developed by Carter.

3.1.2 E. Rich and SLuperFoy's distributed architedure

E. Rich and S. LuperFoy (Rich & LuperFoy 1988 describe a pronamina anaphar
resolution system consisting o a loosely coupged set of modues (“distributed
architedure") which handle recency, number agreement, gender agreement, animacy,
digoint reference, semantic consistency, global focus, caaphaa ad logicd
accesshility. The authors maintain that ead of these modues (referred to as "constraint
sourcée' (CS)) represents an implementation d one of the partial theories of anapha and
ead of them imposes a set of constraints onthe doiceof an antecedent.

The @nstraint sources themselves are composed of a set of four functions and these
comporent functions are cdled at different times during the process of anapha
resolution. The four functions are modeller (maintains the CS's locd model of the
ongang dscourse), constraint "poster” ("posts’ constraints that describe interadions
among anaphara within a sentence), proposer (takes as inpu an anapharic reference and
returns as its output a list of candidate antecalents, ead with an associated score) and
evauator (takes asinpu an anapha and a candidate antecedent for that anaphar).

The final seledion d an antecedent from among the set of candidates for antecedents
depends on the combined score that is attadhed to ead candidate & a result of the
examination d the candidate by the entire set of constraint sources. The scoring
procedure used is uch that eat CS provides both a score and a @nfidence measure.
The score is a number in the range 0 to 1 and the function that combines a set of n
(score, confidence) pairsis
n n
running score 9% score(i)confidence(i)] / Z confidence(i)

i=1 i=1

3.1.3 J. Carborell andR. Brown's multi-strategy approach

J. Carborell and R. Brown report on a multi-strategy approach to anapha resolution
(Carbordll & Brown 198§ on the asssumption that anapha resolution may be best
acomplished through the cmbination d a set of strategies rather than by a singe
mondithic method. They concentrate on resolving intersentential anaphara, considering
this type of anaphara to be more frequent and more aucia in designing interadive
natural language interfaces.

The athors propose a general framework for anapha resolution besed on the
integration d multiple knowledge sources: sentential syntax, case-frame semantics,
dialogue structure and general world knowledge. Their approac is based on a set of
constraints and preferences. The mnstraints are locd anapha constraints (which



correspond to agreement constraints) and precondti or/postcondtion constraints. The
latter have to dowith red-world knovledge and pragmatics, e.g. in the example "John
gave Tom an apple. He de the gple”, "he" refers to Tom, as bhn nolonger has the
apple. The postcondtion on"give" isthat the a¢or nolonger has the objed being gven
by him.

The preferences are cae-role persistence preference semantic dignment preference,
syntadic paralelism preference and syntadic topicdisation peference Case-role
persistence preference gives priority to candidates for antecedents which fill the same
case role @ the anaphar, whereas ®mantic dignment preference is ill ustrated by the
examples "Mary drove from the park to the dub. Peter went there too" (there=dub) and
"Mary drove from the park to the dub. Peter left there too" (in this example, because of
the semantics of the verb "to leave", "there" aigns smanticdly with "park” and nd
with "club").

The resolution method works by applying the anstraints first to reduce the number of
candidate anteceadents for the anapha in question. Then, the preferences are gplied to
eathh o the remaining candidates. If more than ore preference aplies, and eat
suggests different candidate antecedents for the anapha in question, all of which have
pased the @nstraint tests, then the anapha is considered to have atruly ambiguous
antecadent. Regarding evaluation, the aithors mention that manual simulations of 70
examples of a dightly different method have yielded 49 unque resolutions, 17
conflicting passhiliti es, and 4anomalous cases (the mgority of the 17 multi ple-referent
cases have been judged to be anbiguous by human readers).

3.1.4 C. Rico Pérez scalar product coordinating apgoach

Celia Rico Pérez (Rico Pérez 1994 proposes a method for "coordinating'
morphdogicd, syntadicd, semantic and pagmatic information by wsing the scdar
product as a measure of closeness or distance between anaphas and candidates for
anteceadents. Her approach which regards the anaphars as well as the discourse units as
vedors, can be summarised as follows:

1. A set of anaphaic atributes for both the anaphaic expressons and the discourse
entities is defined. The set of anapharic atributes contains all the lingustic information
for the NPsin question.

2. A numericd value is assgned to ead attribute acording to its importance for
establi shing the anapharic relation.

3. The list of numericd values assgned to ead attribute nstitutes the vedor of the
correspondng dscourse antity.

The scdar product:

n
P.P,=2P, XP,
k

(P, and P, are vedors with nelements, P, is the k-element of P, and P, - the k-element
of P,)
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is used as a basic operation to compare the vedors of the discourse entities with that of
the anaphaiic expresgon. The result is a list of entities ordered acording to the
closenessof their vedor to the vedor of the anapharic expresson.

3.1.5R. Mitkov: combination d lingustic and statistical methods

R. Mitkov describes an integrated model for anaphar resolution (Mitkov 1994 Mitkov
1996@). The main idea incorporated into his anapha resolution strategy is the
combination d traditional lingustic methods with a new statistica approadc for center
trakking into a uniform architedure. Ancther important fegure of the mode is its
restriction to a sublanguage/genre rather than concentrating on gneral natural language.

The model integrates modues containing dfferent types of knowledge - syntadic, se-
mantic, damain, dscourse and heuristicd. The syntadic modue, for example, knows
that the anapha and antecalent must agreein number, gender and person. It cheds to
seeif the ccommand constraints hold and establishes digoint reference In cases of
syntadic paralelism, it seleds the noun phiase with the same syntadic function as the
anaphar as the most probable antecedent.

The semantic modue deds for semantic consistency between the anapha and the
possble antecedent. It filters out semanticdly incompatible candidates following the
current verb semantics or the animacy of the candidate and gves preference to candi-
dates with the same semantic role & the anaphar. The domain knowledge modue is a
knowledge base of the concepts of the domain considered and the discourse knowledge
modue can tradk the center of the aurrent discourse segment (using a statisticd
Bayesian engine to suggest the most probable center on the basis of a new piece of
evidence).

The syntadic and semantic modues usualy filter the possble candidates and do no
propcse an antecadent (with the exception d syntadic and semantic paralelism). The
proposal for an anteceadent comes from the domain, heuristicd, and dscourse modues.
The latter plays an important rolein tradking the center and propaoses it in many cases as
the most probable candidate for an antecedent .

The program was tested in two modes (i) with the syntadic, semantic and damain
modues adivated and (ii) with the syntadic, semantic, damain and discourse modues
adivated. The results show an improvement in resolving anaphas when traditional
lingustic gpproadies (syntadic and semantic constraints) are @mbined with the
proposed statisticd approacd for traking center (e.g. 89.26 vs. 87. %6, in the seand
case 86.7 8. 91.6acaracy).

3.1.6 Lappn andLeass syntax-based appoach

Shalom Lappin and Herbert Leass report (Lappin & Leass 1994 an algorithm for
identifying the noun phiase atecedents of third person pronours and lexicd anaphars
(reflexives and redaprocds). The dgorithm (heredter referred to as RAP (Resolution o
Anaphaa Procedure) applies to the syntadic representations generated by McCord's
Slot Grammar parser (McCord 1990, 1998 and relies on salience measures derived
from syntadic structure and a smple dynamic model of attentional state to seled the
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antecalent noun phase of a pronounfrom a list of candidates. It does nat employ
semantic condtions (beyond those implicit in grammaticd number and gender
agreement) or red-world knowledge in chocsing amongthe candidates.

RAP contains the foll owing main comporents:

* Anintrasentential syntadic filter for ruling ou anaphaic dependence of a pronoun
onan NP on syntadic grounck.

* A morphdogicd filter for ruling ou anapharic dependence of a pronoun onan NP
due to norragreament of person, number, or gender fedures.

* A procedure for identifying deonastic (nonanapharic, semanticaly empty)
pronours.

* An anapha binding algorithm for identifying the possble antecedent binder of a
lexicd anapha within the same sentence

* A procedure for asggning values to several salience parameters (grammaticd role,
paralelism of grammaticd roles, frequency of mention, poximity, and sentence
recency) for an NP. Higher salience weights are assgned to (i) subjed over non
subjed NPs, (ii) dired objeds over other complements, (iii) arguments of a verb
over adjuncts and oljeds of prepositional phrase aljuncts of the verb, and (iv) head
nours over complements of head nours.

* A procedure for identifying anapharicdly linked NPs as an equivalence dass for
which a global salience value is computed as the sum of the salient values of its
elements.

A dedsion procedure for seleding the preferred element of a list of antecedent
candidates for apronoun.

The aithors tested the dgorithm extensively on computer manual texts and condcted a
blind test on a manual text containing 360 ponoun @currences. The dgorithm
succesdully identified the anteceadent in 86% of the cases.

3.2 Alternative approaches
3.2.1 Nasukawa's "knowl edge-independent” approach

Nasukawa's approach to pronoun resolution is relatively independent of externa
knowledge, making it highly pradicd. His approach is based on"preference acording
to existence of identica collocaion petterns in the text", "preference acording to the
frequency of repetition in precaling sentences' as well as "preference acording to

syntadic position”.
Nasukawa suggests that collocaion petterns work as seledional constraints to

determine how €ligible a cadidate for antecalent is. He makes use of a synonym
dictionary and regards the synonym of an accetable candidate as eligible itself.
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Nasukawa finds, similarly to Mitkov (Mitkov 1993, that the frequency in precealing
sentences of a noun phiase with the same lemma & the candidate may be an indicaion
for preference when seleding an antecalent. Moreover, he @nsiders a heuristic rule
favouring subjeds over objeds (compare Mitkov 1993where this preferenceis treded
more exadly within a sublanguage). However, in his final implementation Nasukawa
takes into acourt only syntadic (positional) preferences uch as "candidate in a doser
sentence' and "neaest candidate to the beginning d the same sentence' (preference
over subjed would have required prior syntadic analysis).

Eadh o the collocaional, frequency or syntadic preferences gives its "preference
value"; these values are eventualy summed up.The candidate with the highest value is
picked ou asthe antecedent.

As an evaluation corpus Nasukawa uses 1904 conseautive sentences (containing
altogether 112 third-person ponours) from eight chapters of two dfferent computer
manuals. His algorithm handles the pronoun"it" and has been reported to chocse a
corred antecedent in 93.8% of the cases.

3.2.2 Satistical/corpus processng appoach (Dagané& Itai)

I. Dagan and A. Itai (Dagan & Itai 1990 report on a rpus-based approach for
disambiguating ponours which is an dternative solution to the expensive
implementation d full-scde seledional constraints knowledge. They perform an
experiment to resolve references of the pronoun”it” in sentences randamly seleded
from the orpus.

The model uses as seledional patterns the a-occurence patterns observed in the @rpus.
Candidates for antecedents are substituted for the anapha and orly those candidates
avail able in frequent co-occurence patterns are goproved of. The authors ill ustrate their
approadh ona sentencetaken from the Hansard corpus:

They knew full well that the companies held tax moneyk aside for colledion
later onthe basis that the government;j said itj was goingto colled itk.

There ae two occurrences of "it" in the dowve sentence The first is the subjed of
"colled" and the seandis its objed. Statistics are gathered for the three cadidates for
antecalents in the sentence "money", "colledion” and "government”. The following
table lists the patterns produced by substituting ead candidate with the anaphar, and
the number of times eat o these patterns occursin the @rpus:

subjed-verb colledion collea 0
subjed-verb money collea 5
subjed-verb government collea 198
verb-obed colled colledion 0
verb-objed collea money 149
verb-obed colled government 0

Acoording to the @owve statistics, "government” is preferred as the antecedent of the
first "it" and"money" of the second.
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This example demonstrates the cae of definite semantic constraints which eliminate dl
but the mrread alternative. Acoording to the authors, several alternatives may satisfy the
seledional constraints, and may be observed in the rpus a significant number of
times. In such a cae, the preference anongsevera candidates shoud be performed by
other means (which, havever, are not discussed).

Dagan and Itai report an acarracy of 87% for the sentences with genuine "it" anaphars
(sentences in which "it" is not an anapha have been manually eliminated). It shoud
also be painted ou that the successof this experiment depends on the parsing strategy
implemented, which in this case was the K. Jennsen's PEG parser.

3.2.3 Conndly ¢ al.'s machine learning appoach (Conndly, Burger andDay 19949

Conndly, Burger and Day (Conndly, Burger & Day 1994 describe amadine leaning
approadh to anaphaic reference Thelr idea is to cast anaphaic reference & a
classficaion problem for which a dasdfier can be discovered empiricdly using
traditional learning methodk.

In order to apply madine leaning techniques to the seledion d the antecedent, the
authors claim that the best defined problem which is siited to leaning agorithms is the
clasgficaion poblem. The gproach adoped in their reseach is to decompose the
candidate seledion poblem into separate two-class classficaion poblems. Ead
clasgficaion poblem is defined on a pair of candidates and an anaphar, where the
classes correspond to choosing ore of the candidates as a "better" antecalent of the
anapha. By applying this clasgfier to successve pairs of candidates, ead time
retaining the best candidate, they effedively sort the candidates, thus choosing the best
overall.

The dasgfication itself is performed on a discrete-valued fedure space Instances are
represented as attribute-value vedors, where dtributes describe properties of the
anapha and the two candidates, and relationships anongthe three

Once a tasgfier has been constructed, it is used by the reference resolution algorithm
to seled the best candidate using the following strategy. An initia instance is
constructed by taking the anapha and the first two candidates. This instanceis given to
the dasgfier, which indicaes which candidate is the better one. The "losing’ candidate
is discaded, and ancther instance is constructed by pairing the "winner" with the next
candidate. The new instanceis now given to the dasdgfier, which seleds a new winner
(which could be the same & the previous winner). This process continues until every
candidate has been examined and the last winner is chosen as antecedent.

3.2.4A0ne & Bennett's machine learning appoach (Aone & Bennet 1996

C. Aore and S. Bennet describe an approadh to bulding an automaticdly trainable
anaphara resolution system (Aone & Bennet 1996. They tag anapharic linksin corpora
of Japanese newspaper articles and wse them as training examples for a macdine

leaning algorithm (Quinlan's C4.5 dedsiontree agorithm).

The aithors train a dedsion tree using feaure vedors for pairs of an anapha and its
possble antecadent. Aone and Bennet use 66 training feaures sich as lexicd (e.g.
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caegoary), syntadic (e.g. gammaticd role), semantic (e.g. semantic dasg and
pasitional (e.g. the distance between anapha and antecalent) fedures. Those fedaures
can be ather unary (i.e. fedures of either an anapha or an antecalent such as g/ntadic
number values) or binary (i.e. fedures concerning relations between the pairs sich as
the positiona relation between an anapha and an antecelent). Aone axd Bennet
employ dfferent training methods using three parameters. anapharic chains, anapharic
type identification and confidencefadors.

The authors build 6 machine-leaning based anaphara resolvers on the basis of training
dedsion trees with 1971anaphas. The evaluation is based on 135%naphas and two
of the madhine-leaning resolvers demonstrate apredsion close to 90%.

3.2.5An urcertainty-reasoning appoach (Mitkov 19950

Mitkov presents an Artificial Intelligence gpproad based on urcertainty reasoning. The
rationale for the seledion d such an approach is the following:

- in Natural Language Understanding, the program is likely to estimate the antecedent
of an anapha on the basis of incomplete information: even if information abou con-
straints and preferences is available, it is natural to assume that a Natural Language
Understanding program is not able to uncerstand the input completely;

- sincethe initia constraint and preference scores are determined by humans, they are
originally subjedive andtherefore shoud be regarded as uncertain fads,

The main ideais that the seach for an antecalent can be regarded as an affirmation (or
regedion) of the hypahesis that a cetain noun phrase is the rred antecelent.
Evidence is provided by "anaphar resolution symptoms' which have been empiricdly
determined in previous reseach (Mitkov 1993. The availability/non-avail ability of
eadt anaphar resolution symptom causes recdculation d the global hypahesis certainty
fador CFpyp (increase or deaease) until

CFhyp > CFthreshald for affirmation o
CFhyp < CFmin for rejedionthe hypahesis.

3.2.6 Two-engine approach (Mitkov 19973

Mitkov's two-engine gproach is based onthe interadivity of two engines which, sepa-
rately, have been successul in anaphara resolution. The first engine incorporates the
constraints and preferences of an integrated approac for anapha resolution (Mitkov
1994), whil e the second engine foll ows the principles of the uncertainty reasoning ap-
proach described in (Mitkov 19950). The mmbination o atraditional and an aternative
approach aims at providing maximum efficiency in the seach for the antecedent.

The two-engine strategy evaluates eat candidate for anapha from the point of view of
bath the integrated approach and the uncertainty reasoning approach. If opinions coin-
cide, the evaluating processis dopped ealier than would be the cae if only one engine
were ading. This also makes the seaching process $iorter: the preliminary tests show
that the integrated approach engine needs about 90% of the search it would make when
operating onits own; similarly, the uncertainty reasoning engine does only 67% of the
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seach it would dowhen operating as a separate system. In addition, the results of usng
bath approadches are more acarrate, providing acaracy in some samples even higher
than 90%.

3.2.7 Quationd semantics approach (Tin & Akman 1994

A situation semantics approad for anapha resolution hes been propased by (Tin &
Akman 1999 in which pronamina anaphas are resolved in a situation-theoretic
computational environment by means of inference rules which operate on/ unify with
utterance situations

3.2.8Using purctuation (Say & Vakman 1996

Bilge Say and Vakman (Say & Vakman 1996 use purnctuation within a DRT-
framework as an additional constraint for anapha resolution. They ill ustrate their
approach with the example

Jangj, and Joe and Sue write books on England. If herj books are best-sellers
then they arejedous.

3.3 Latest trends. knowledge-poor anaphora resolution

Most of the gpproadies outlined in sedions 3.1 and 3.2rely heavily onlingustic (and
domain) knowledge. One of the disadvantages of developing a knowledge-based
system, however, is that it is a very labou-intensive and time-consuming task.
Consequently, the neel for inexpensive and robust systems, possbly suitable for
unrestricted texts, fuelled renewed reseach efforts (Baldwin 1997 Ferrandez ¢ al.
1997 Kennedy & Boguraer 1996 Mitkov 1996k Mitkov 1998k Williams et al. 1999
inthefield and a dea trend towards corpus-based and knovledge-poa approadies was
establi shed.

3.3.1Kennedy and Boguraev's approach without a parser.

Kennedy and Boguaes's (Kennedy & Boguaey 1996 approach is a modified and
extended version d that developed by Lappin and Leass (Lappin & Leass 1994).
Kennedy and Bogurae/'s g/stem does nat require "in-depth, full" syntadic parsing bu
works from the output of a part of speed tagger, enriched oy with annaations of
grammaticd function d lexicd itemsin the inpu text stream.

The basic logic of their algorithm parallels that of Lappin and Leasss algorithm. The
determination d digoint reference however, represents a significant point of
divergence between Kennedy and Boguraer's and Lappin and Leasss algorithms. The
latter relies on syntadic configurational information, whereas the former, in the dsence
of such information, relies on inferences from grammaticd function and precedence to
determine the digoint reference

After the morphdogicd and syntadic filters have been applied, the set of discourse
referents that remain constitute the set of candidate antecealents for the pronoun.The
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candidate set is subjeded to afina evaluation procedure which performs two functions:
it deaeases the salience of candidates which the pronoun peceales (caaphaa is
penalised), and increases the salience of candidates which satisfy either a locdity or a
parall elism condtion, bah of which apply to intrasentential candidates. The candidate
with highest salience weight is determined to be the adual antecelent; in the event of a
tie, the dosest candidate is chasen. The gproach works for both lexicd anaphas
(reflexives and redprocas) and pronours.

Evaluation reports 75% acairacy but this has to be given a "bonuws" for these results
Span a very wide mverage: the evaluation was based ona randam seledion d genres,
including pressreleases, product annourcement, news gories, magazne aticles, and
other documents existing as World Wide Web pages.

3.3.2Robust, knowledge-poa approach (Mitkov 1996, 1998

Mitkov's robust approach works as follows: it takes as an inpu the output of a text
processd by a part-of-speed tagger, identifies the noun phiases which precele the
anapha within a distance of 2 sentences, cheds them for gender and number
agreament with the anapha and then applies the so-cdled antecedent indicators to the
remaining candidates by assgning a pasitive or negative score (see below). The noun
phrase with the highest aggregate score is propcsed as antecalent; in the rare event of a
tie, priority is given to the candidate with the higher score for immediate reference If
immediate reference has nat been identified, then priority is given to the candidate with
the best collocaion pettern score. If this does not help, the candidate with the higher
score for indicaing verbs is preferred. If there is gill no choice the most recent from
the remaining candidates is sleded as the antecalent (for more details, see Mitkov
19981.

The are of the gproad lies in adivating the antecedent indicators which play a ded-
siverolein trakking dovn the anteceadent from a set of posgble candidates. Candidates
are asdgned a score (2,1,0;1) for ead indicaor; the candidate with the highest
aggregate score is proposed as the antecedent. The antecalent indicaors have been
identified on the basis of empiricd studies and can be related to salience
(definitenesdindefiniteness givenness indicaing werbs, lexicd reiteration, sedion
heading preference "non-prepositiona” noun phases, relative pronour), to structural
matches (collocaion, immediate reference sequential instructions), to referentia
distanceor to preference of terms. Also, the indicaors can be "impeding’ (non-PPNPs,
definitenesdindefinitenesy, assgning regative scores to candidates or "bocsting' (the
rest), assgning pdasitive scores. Whilst some of the indicaors are more genre-spedfic
(term preference) and ahers are lessgenre-spedfic ("immediate reference’, "sequential
instructions"), the majority appea to be genre-independent (Mitkov 1998 Mitkov et al.
1999. For instance "definitenesgindefiniteness’ considers definite noun phases
precaling the anaphar better candidates for antecedent than indefinite ones and there-
fore, indefinite noun phases are penalised by the negative score of -1. Noun phasesin
previous ®entences and clauses representing the "given information’ (theme) are
deaned good candidates for antecelents and are assgned a score of 1. Also, noun
phrases representing terms in the field are though to be more likely antecelents than
nontterms and are avarded a score of 1. Certain verbs (e.g. dscuss present, ill ustrate,
identify etc.) are considered as quite indicéive of the salience of the following noun
phrase and therefore, the latter is given ascore of 1. Lexicd reiteration gves preference
to lexicdly reiterated candidates (score 2 if repeaed more than orce and 1 dherwise),

17



whereas dion reading preference favours candidates which occur in the heading d a
sedion (score 1). Collocdion petterns give strong peference (score 2) to candidates
which are found to appea more frequently (than cther candidates) in the same
collocaional pattern with precading a following verbs as the anaphar. The "immediate
reference’ indicator suggests that in constructions of the form "...(You) V1 NP ... con

(you) Vs it (con (you) V3 it)", where on {andor/before/after...}, the noun phase
immediately after V, is a very likely candidate for an antecalent of the pronounit"
immediately following V, and is therefore given preference (score 2 if the indicaor

holds and O dherwise) (As an ill ustration to this indicaor, consider the example: To
print the paper, you can stand the printerj up a lay itj flat). The indicaor "non
prepositional noun phlases’ operates on the evidence that noun phiases which are part
of a prepaositional phrase, are lesslikely candidates for antecedents and penali ses them
with the negative score of -1. Finally, onthe basis of empiricd observation, "referential
distance" considers that in complex sentences, noun piases in the previous clause’ are
the best candidates for the antecadent of an anapha in the subsequent clause, foll owed
by noun plnases in the previous sntence and by nouns stuated 2 sentences prior to the
sentence ontaining the anapha (2, 1, 0). For anaphas in simple sentences, noun
phrases in the previous entence ae the best candidate for antecedent, foll owed by noun
phrases stuated 2 sentences further badk (1, 0).

The gproadch was evaluated against a crpus of technicd manuals (223 pronours) and
adieved a successrate of 89.7%6

3.1.4BreckBaldwin's COGNIAC

CogNIAC is a system developed at the University of Pennsylvania to resolve pronours
with limited knowledge and linguistic resources (Baldwin 1997. The main assumption
of CogNIAC isthat thereis a subclassof anapharathat does not require general purpose
reasoning. The system requires for pre-processng its inpu sentence detedion, part-of-
speed tagging, smple noun phase recognition, kasic semantic caegory information.

CogNIAC isbuilt onthe following corerules:

1) Unique in dscourse: if there is a single possble antecalent i in the read-in
portion d the entire discourse, then pick i asthe antecadent

2) Reflexive: pick the nearest possble anteceadent in the read-in pation d current
sentenceif the anapharais areflexive pronoun

3) Uniguein current and prior: if thereisasingle possble antecedent i in the prior
sentence and the read-in pation o the arrent sentence then pick i as the
antecalent

4) Possessve pronoun if the anapha is a possessve pronounandthereisasinge
exad string match i of the possessve in the prior sentence then pick i as the
antecalent

5) Unique arrent sentence if there is a single possble antecadent i the read-in
portion d the arrent sentence, then pick i asthe anteceadent

6) If the subjed of the prior sentence ®ntains a single possble antecadent i, and
the anapha isthe subjed of the arrent sentence, then pick i asthe antecalent

*Theidentification o clausesin complex sentences is dore heuristicaly
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CogNIAC operates as foll ows. Pronours are resolved from left to right in the text. For
eat pronoun,the rules are gplied in the presented order. For a given rule, if an
antecalent is found,then the gpropriate axnaations are made to the text and nomore
rules are tried for that pronoun, oherwise the next rule is tried. If no rules resolve the
pronoun,then it is left unresolved.

B. Baldwin reports 92% predsion and 64% recdl of his approach (Baldwin 1997. Its
"resolve dI" versionwhich includesthe lower predsionrules (added to rules 1-6)

7) Badkward center (Cb) -picking: If thereisa Cb in the arrent finite dause that is also
a candidate antecedent, then pick i as anteceadent’
8) Pick the most recent: pick the most recent potential antecedent in the text

shows predsion 77.9 on the training data (as oppased to Jerry Hobbs agorithm's
78.8%). The texts used for evaluation d CogNIAC were pre-procesed by a part-of-
speed tagger with noun phases and finite dauses identified automaticdly as well.
However, the pre-processng was manually correded in order to be compatible with the
results reported in the evaluation d Jerry Hobb's naive dgorithm (Hobbs 1978.

4. Applications

4.1. Anaphoraresolution in Machine Tranglation
4.1.1Additional problems

The identification d the antecalents of anaphars is of crucial importance for corred
trandation. When trandating into languages which mark the gender of pronours, for
example, it is esential to resolve the anaphaic relation. On the other hand, anaphar
resolution is vital when trandating dscourse rather than isolated sentences snce the
anaphaic references to precaling dscourse eattities have to be identified.
Unfortunately, the majority of Madhine Trandation systems do nd ded with anaphar
resolution and their succesgul operation wsually does nat go beyondthe sentencelevel.

It is worthwhil e mentioning that Macdhine Trandation (MT) adds a further dimension to
anapha resolution. Additional complexity is due to gender discrepancies aaoss
langueges, to number discrepancies of words denating the same ncept, to
discrepancies in gender inheritance of possessve pronours and dscrepancies in target
languege anapha seledion (Mitkov & Schmidt 1998. The latter can be seen by the
fad that even thoughin most of the caes the pronounin the source languege is
trandated by a target language pronoun (which corresponds in gender and number to
the trandation equivalent of the antecadent of the source language pronoun, there ae
some languages in which the pronounis often trandated dredly by its antecalent
(Malay). Additionally, pronaminal anaphass are often ellipticdly omitted in the target
language (Spanish, Italian, Japanese, Korean). Ancther interesting example is English-
to-Korean trandation. The English pronours can be omitted elli pticdly, trandlated by a
definite noun phase, by their antecadent, or by ore or two passble Korean pronours,
depending onthe syntadic information and semantic dass of the noun to which the
anapha refers (Mitkov et a. 1994 Mitkov et a. 1997.

*The Cb o an utteranceis the highest ranked NP from the prior finite dause redised anaphaicaly in the
current finite dause. The ranking wsed hereis Subjed > All other NPs
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4.1.2Research and development to date

Due to the fad that the mgjority of MT hande one-(smple)-sentence inpu, there is not
an extensive amount of work reported to ded with anaphar resolutionin MT.

4.1.2.1English-to-Japarese MT program (Wada 1990

Wada (Wada 1990 reports on an implementation d the Discourse representation theory
in an LFG-based Engli sh-to-Japanese MT program. His anaphar resolution mecdhanism
consists of threefunctional units:

- construction d the DRS
- storage of the salient element
- seach for the antecalent

The first modue @nstructs the DRSs compasitionally, whil e the second modue stores
the most salient, focused element in the airrent discourse for processng d the next
sentence In order to find the most salient NP, this modue sets three kinds of filters
(grammaticd function, wse of pronamina and syntadic construction) and cheds all the
NPs appeaing in the arrent sentencewith resped to the threefilters.

The third modue incorporates three functions. The first function is "search”, which
seaches for an antecalent by testing the accesbility on the DRS and syntadic
constraints such as gender and nunber as well as binding feaures. If the seach in the
DRS fails, a further search in the modue storing the salient element” is performed.
Acocording to the result of "seach", three dasses of pronamina anaphas are
distingushed: (1) an antecadent is foundin the arrent DRS (2) an antecalent is not
foundin the arrent DRS, bu is controlled by a discourse focus and (3) an antecalent is
not foundeither in the DRS or as the salient e ement.

The semnd function sets an urnique anaphaic index in case (1), whereas the third
function assgns 0 to the pronaminal in (2) and undbrtakes a default word-for-word
trandationin (3).

4.1.2.2Engli sh-to-Chinese Machine Translation (Chen 19929

Chen (Chen 1992 describes the interpretation d overt and zero anaphars in Engli sh-to-
Chinese and Chinese-to-English Machine Trandation and justifies the importance of
anapha resolution. He outlines a"reflexive resolution algorithm™ (based onc-command
constraints and some semantic feaures), a "pronounresolution algorithm™ (based onc-
command constraints and some simple semantic feaures) for overt anaphasin English
and proposes an agorithm for the use of zero anaphas in Chinese. In addition, with a
view to applying the results in Macdhine Trandation transfer, he investigates the statisti-
cd distribution d anaphas (zero and pronaminal) and their antecedents in bah

langueges.

4.1.2.3Resolution d Japarese zero pronours (Nakaiwa et al. 1991, 1994, 1995
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Nakaiwa reports in various papers (Nakaiwa & a. 1994 Nakaiwa d al. 1995 Nakaiwa
& lkehara 1992 Nakaiwa & lkehara 1999 the resolution o Japanese ze&o pronoursin
Japanese-to-English Madine Tranglation. He uses ssmantic and pragmatic constraints
such as conjunctions, verbal semantic atributes and modal expressons to determine
intrasentential antecedents of Japanese zeo anaphars with successin 98% of the caes
(Nakaiwa & Ikehara 1995. Nakaiwa d al. aso use aditional information abou text
structure to resolve zeo pronours (Nakaiwa d a. 1996 and an evaluation based on 480
Zero pronours ugeests a successrate of 93%.

4.1.2.4Portuguese-to-English MT (Saggon & Carvalho 1994

H. Saggionand A. Carvalho (Saggion & Carvaho 1994 describe pronounresolutionin
a Portuguese-to-English MT system which translates <ientific astrads. They use
syntadic agreement and c-command rules (Reinhard 1983 to solve intrasentential
anaphas and syntadic anaysis of the immediately preceding sentence plus a history
list of previous antecadents (Allen 1987 to solve intersentential anaphars.

4.1.2.5Engli sh-to-German MT system (Preul3et al. 1999

Preufl3, Schmitz, Hauenschild and Umbad (Hauenschild et al. 1993, (Preuf3, Schmitz,
Hauenschild & Umbad 1994 describe work on anapha resolution in the Engli sh-to-
German MT system KIT-FAST. Their approad uses two levels of text representation -
structural and referential, as well as various "anapha resdution fadors' - proximity,
binding, themehood, f@rall elism and conceptual consistency.

The structural text representation includes information abou functor-argument relations
(e.g. ketween nours, verbs and adjedives and their complements), semantic roles of
arguments (agent, affeded, associated, location, am), thematic structure of sentences,
semantic feaures that express locd or temporal conceptualisation, gammar and
anapharic relations represented by coindexation.

The referential text representation contains aspeds of the text content, namely the
discourse referents and the anceptual relations between them. Coreferencerelations are
represented by ore discourse referent and every relation that halds for an antecedent is
also valid for an anaphar that refers to it. The referential informationis represented in a
terminologicd logic with the help o the knowledge representation system BACK
(Weisweber 1994).

As far as the fadors for anapha resolution are wncerned, proximity acourts for the
fad that personal pronours are most likely to have their antecedents in the
superordinate or precealing sentence, while passessve pronours tend to refer to a noun
ocaurring in the same sentence Binding excludes all sisters of a pronaminal argument
in the structural text representation as antecedent, whereas themehood dfines
structurally prominent constituents such as the subjed or the topic of a sentence Since
the fadors refer to the structural and referential represertations, they have no accessto
purely syntadic information such as the subjed. For this resson a naion d semantic
subjed is defined onthe basis of the structural text representation and gven preference
Moreover, the most topicd candidate is preferred, whereas free ajuncts are considered
aslesslikely antecalent candidates for possessve and personal pronours.
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The parallelism fador is expressed in agreament and identity of roles, whereas the
conceptual consistency fador chedks for compatibility between antecedents and
anaphas.

4.1.2.6Engli sh-to-Korean MT system (Mitkov & al. 1994

Mitkov, Kim, Lee aad Choi (Mitkov et a. 1999 describe an extension d the English-
to-Korean MT MATES system with aview to tackling pronounresolution. MATES isa
transfer-based system, which dces an English sentence anaysis, transforms the result
(parse tre@ into an intermediate representation, and then transforms it into a Korean
syntadic structure to construct a Korean sentence

The paper argues that pronoun resolution canna be ignaed in English-to-Korean
(however deceptive it may be in some caes) if aiming at good qulity translation. The
work suggests a number of pradicd rules for English-to-Korean anaphar transfer
(including dfferent types of complex sentences, general quantifiers, human it', non
human 'she’, inanimate 'they') and odilines an anaphar resolution mode! for the English-
to-Korean MT system MATES.

The anaphar resolution model proposed is a simplified version d the model described
in (Mitkov 1994). Full implementation d the latter, including center tradking inference
engine, seams too costly for the immediate goals of the English-to-Korean MT system
In operation.

4.1.2.7Extension d CAT2 (Mitkov & al. 1995

R. Mitkov, SKK.Cha and R. Sharp (Mitkov et al. 1995 describe an extension d the
unification-based MT system CAT2. The latter was developed at 1Al, Saabricken, as a
sideline implementation to the Eurotra Projed. The translation strategy is based ontree
to-treetransduction, where an initial syntadico-semantic treeis parsed, then transduced
to an abstrad representation ("interface structure"), designed for simple transfer to a
target language interfacestructure. Thisis then transduced to a syntadico-semantic tree
in the target language, whase yield provides the acual translated text.

The aurrent version d the anaphara resolution model implemented in CAT2 is based
exclusively on syntadic and semantic constraints and preferences. Syntax constraints
include the dmost obligatory agreement of the pronounand its antecedent in number,
person and gender as well as c-command constraints as formulated in (Ingria & Stallard
1989. Syntadic preferences used are syntadic parall elism and topicdi sation. Syntadic
parall elism gives preference to anteceadents with the same syntadic role a the pronoun,
whereas topicai sed structures are seached first for passble anaphaic referents.

Semantic constraints and preferences include verb case role nstraints, semantic
networks constraints (semantic consistency) and semantic parall elism preference Verb
case role constraints gipuate that if fill ed by the anaphar, the verb case role constraints
must also be satisfied also by the antecalent of the anaphar. Semantic networks indicate
the possble links between concepts as well as concepts and their attributes; the
semantic parall elism preference favours antecalents which have the same semantic role
asthe pronoun.
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The projed concentrates primarily on intersentential anaphar resolution, bu since
CAT2, like most other MT systems, only operates on single sentences, we simulate the
intersententiality by conjoining sentences, asin:

The dedsion was adopted bythe @urcil; it pulished it.

The task is to resolve the pronaminal references in the second "sentence' with the
antecalents in the first. The implementation, which succesdully handes pronaminal
resolution in the ntext of English-to-German trandation, can be caried ower to
multi ple-sentenceinpu.

The noun phiase feaures relevant for anapha resolution are @lleded in the cmplex
fedure "anaph’, consisting d two additiona feaures, "ref" (referentia feaures) and
"type". The referential fedures include the nouns agreement feaures (person, number,
gender), lexicd semantic fedures (e.g. animacgy), and its referential index; the type
fedure indicaes whether the nounis a pronoun @ nat:

anaph={ ref={ agr=A,sem=S, index=1}, type=T}

All nonpronamina nours recave aunique index by a spedal index generator within
CAT2; ea pronountakes its index value by way of unification with its antecedent, as
outlined below.

Anaphararesolution in CAT2 takes placein two main steps. First, al "anaph" feaures
within a sentence ae ®lleded in a"cand" (candidates) fedure and percolated to the S
node, so that anaphaa resolution between sentences can take placelocdly under the
topmost node (Intrasentential anapha resolution will already have occurred). Then, for
eat pronounin the second sentence, its "ref" feaure is resolved with those of the
anteceadents in the first sentence Badtrading provides for al combinations, uncer the
condtionthat the "ref" fedures agree i.e. unfy.

[llustrations of corred pronounresolution are the tranglations by CAT2 of the sentences
"The ourcil adoped the dedsions, the commisson published them" (Der Rat
verabschiedete die Beschlusse; die Kommisson veroeffentlichte sie.), "The aurcil
adopted the law; it puldished it."” (Der Rat verabschiedete das Gesetz; er veroff entli chte
es.), "The @wmmisgon published the law; it was adoped by the wurcil." (Die
Kommisgon veroff entli chte das Gesetz; es wurde von dem Rat verabschiedet.) and the
sentence "The dedsion was adopted by the wurcil; it puldished it." (Der Beschlul3
wurde von dem Rat verabschiedet; er verdffentlichteihn)
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4.2 Infor mation extraction

Anaphara resolution in Information Extradion could be regarded as part of the more
genera task of coreference resolution which takes the form of merging pertial data
objeds abou the same antities, entity relationships, and events described at diff erent
discourse pasitions (Kameyama 1997).

Coreference resolution was introduced as a new domain-independent task at the 6"
Message Understanding Conference (MUC-6) in 1995.This gave rise to a number of
projeds (Srivinas & Baldwin 1996,Gaizauskas et a. 1998,Kameyama 1997) deding
with coreferenceresolutionin Information Extradion.

4.2.1Kameyama's algorithm

Kameyamas algorithm was first implemented for the MUC-6 FASTUS system
(Kameyama 1997 and produced ore of the top scores (arecdl of 5% and pedasion d
72%) in the MUC-6 Coreference Task. The inpu to the coreference resolver is
incomplete syntadicaly (set of finite-state goproximations of sentence parts) and poaer
even than theinpu to Kennedy and Boguraer system (Kennedy & Boguraer 1999. The
threemain fadors in Kameyama's algorithm are (i) accessble text regions, (i) semantic
consistency and (c) dynamic preference The accesble text region for definite noun
phrases is st to 10 sentences, and for pronours - 3 sentences (ignaing paragraph
boundries and no antecalents beyond this limit are @nsidered). The semantic
consistency filters are number consistency, sort consistency (anapha's must either be of
the same sort with their antecedents or subsume their sort; e.g. "company" subsumes
"automaker" and "the mpany” can take "a Chicago-based automaker” as an
antecadent) and modifier consistency (e.g. French and British are inconsistent but
French and multinational are nsistent). The basic underlying hypdhesis of the
dynamic preferenceis that intersentential candidates are more salient than intrasentetia
ones and that fine-grained syntax-based salience fades with time. Since fine-grained
syntax with grammaticd functions is unavailable in the inpu to the resolver, the
syntadic prominence of subjeds, for instance is approximated by left-right linea
ordering.

4.2.2Pronounresolutionin M-LaSE (Azzamet al. 1999

Gaizauskas et d.'s agorithm was developed for the M-LaSIE multili ngual |E system
(Gaizauskas et. a. 1997. Unlike many IE systems that skim texts and wse large
colledions of shalow, damain-spedfic patterns and heuristics to fill i n templates, M-
LaSIE attempts afuller analysis, first trandating individual sentences to a quasi-logicd
form (QLF), and then constructing a we&k discourse model of the entire text. After the
QLF representation d a sentence has been added to the discourse model, all new
indices (those produced by that sentence) are mmpared with other indices in the model
to determine whether any pair has merged, representing a coreference in the text. New
indices introduced by pronours are mmpared with existing indices from the aurrent
paragraph, and then eat previous paragraphin turn urtil an anteceadent isfound.

In addition to the base coreference dgorithm, an experiment with an approad based on
Azzam's propcsed extensions (Azzan, 1996 to Sidner's focusing approach has been
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caried ou. The evauation d pronounresolution based ona small English text sample
(19 pronours) suggestsarecdl of 63% and predsion 86%.

4.3 Other applications
4.3.1Automatic abstracting

Reseachers in automatic ebstrading are interested more and more in anaphaa
resolution since techniques for extrading important sentences are more acarate if
anaphaic references of indicaive concepts / noun phases are taken into acourt as
well. Badwin and Morton describe an abstrading approadh based on coreference
(Baldwin & Morton 1998: coreference tains play a dedsive role in computing the
score of ead sentence and sentences with highest scores are seleded as an abstrad.
Also, Boguaer and Kennedy propose an approach to content charaderisation d text
documents (Boguaer & Kennedy 1997 which is based on their anaphara resolution
model (Kennedy & Boguraer 1996.

5. Some new developments and issues that need further attention

5.1 Evaluation in anaphora resolution

Against the badkground d growing interest in the field, it seens that insufficient
attention hes been paid to the evaluation d the systems developed. Even thoughthe
number of works reporting extensively on evauaion in anaphaa resolution is
increasing (Aone & Bennet 1996 Azzam et a. 1998 Baldwin 1997 Gaizauskas &
Humphreys 1996 Lappin & Leass1994,Mitkov & Stys 1997,Mitkov et al. 1998, the
forms of evaluation that have been propased are nat sufficient or perspicuols.

As in any ather NLP task, evaluation is of crucia importance to anaphara resolution.
The MUC (Message Understanding Conference) initiatives suggested the measures
"recdl" and "predsion” be used for evaluating the performance of coreference (but also
for anaphara) resolution systems. These measures have proved to be useful indicaors
and they have dready been used in some of the @ove mentioned works (Azzan et al.
1998 Badwin 1997 ,Gaizauskas & Humphreys 1996).

In anaphara resolution, the recdl would be defined as the ratio number of corredly
resolved anaphas / number of al anaphas and predsion - as the ratio number of
corredly resolved anaphars / number of anaphas uponwhich resolution is attempted
(see &so Aone & Bennet 1996 Baldwin1997". Therefore, if the gpproad is robust and
propcses an antecadent for eady pronamina anaphar, the success rate (successully
resolved anaphars/ number of al anaphars) would be equal to bah recdl and predsion.

It is felt, however, that evaluation in anaphaa resolution reals further attention.
Measuring the success rate of an anaphara resolution system in terms of "recdl" and
"predsion” isundoultedly an important (and consistent) step in assessng the dficiency
of anaphara resolution approades, but as we have dready pdnted ou, they canna be
seen as distinct measures for robust systems. In addition, it appeas that they alone

The @ove definitions refer to the resolution processonly and nd to the processof identification o
anapharswhich of course will have "recdl” and "process' defined differently.

25



canna provide a omprehensive overall assesanent of an approach. In order to seehow
much a cetain approad is "worth", it would be necessry to assessit against other
"benchmarks', e.g. against other existing a baseline models. It aso makes nse to
evaluate the performance on anaphas which do na have sole candidates for an-
tecalents and whaose antecalents canna be identified onthe basis of gender and number
agreement only (seethe nation d "criticd successrate”, Mitkov 199&).

In the dsence of a wide range of "universal" benchmarks which could serve &
evaluation samples for the different anaphara resolution approadies, Mitkov propases
(Mitkov 199&) that evaluation would be more wmplete if the following additional
evaluation tasks were caried ou™:

comparative evaluation d baseline models

comparative evaluation d other similar methods

comparative evaluation d other well-known methods

evaluation d the performance on anaphars which canna be identified onthe basis of
gender and number agreement only (criticd successrate)

Furthermore, the evaluation would be more reveding if in addition to evaluating a
spedfic goproach as a whale, we broke down the evaluation processby looking at the
different comporents involved. In the cae of anaphara resolution, evaluation d eat
individual fador employed in the resolution process has been proposed in (Mitkov
1998&). Such an evaluation would provide important insights into how the overal
performance of the system coud be improved” (e.g. through changing the
weights/scores of the fadors). The same work propcses the notion o "discriminative
power" of anaphara resolution fadors which can play an important role in preferential
architedures (for more details on fadors, preferences and corstraints, see Mitkov,
19971.

5.2 Multilingual anaphora resolution
5.2.1Anaphaaresolution andlanguages covered

Most of anaphara resolution approaches © far developed have had a mondingual
orientation (for recent multili ngual developments seenext subsedion), concentrating on
pronounresolution in ore language done. As in aher NLP areas, anaphara resolution
approadhes and implementations for English considerably ounumber those for other
languages. Anaphara resolution projeds have been reported for French (Popescu-Belis
& Robba 1997,Rolbert 1989, German (Dunker & Umbacd 1993 Fischer et al. 1996
Leass & Schwall 1991 Stuckardt 1996 Stuckardt 1997, Japanese (Aone & Bennet
1996 Mori et a. 1997 Nakaiwa & Ikehara 1992 Nakaiwa & Ikehara1995 Nakaiwa &
al. 1995 Nakaiwa @ a. 1996 Wakao 19949, Portuguese (Abragos & Lopes 1999,
Spanish (Ferranndez & al. 1997, Swedish (Fraurud, 1988 and Turkish (Tin & Akman,
1994 andit looks as if more languages will be cvered soon(Mitkov et a. 1998.

5.2.2Recent multili ngud devdopments

" Mitkov describes the evaluation d his robust approach against these alditional tasksin (Mitkov 1998)
“Thisisin linewith M. Walker's comments (Walker 1989 that evaluation contributesto (i) obtaining general results
onamethoddogy for doing evaluation and (ii) discovering wayswe cal improve airrent theories (approaches).
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The developments in anaphara resolution take placein the wider context of NLP where
the seach for multilingual applicdions is a live isue. Against the badkground d
growing interest in multili ngual work, it was aurprising that until recently, no anaphaa
resolution projed™ had looked at the multili ngual aspeds of the gproades that have
been developed, a, in particular, a how a spedfic goproach could be used or adapted
for other languages.

The last few months, howvever, have seen the amergence of the first multili ngual
anaphaa resolution projeds (Mitkov & Stys 1997 Mitkov et al. 1998 Azzan et al.
1998 and therefore, the establishment of a new trend towards multili nguality in the
field.

In his recet works (Mitkov 199&; Mitkov et a. 1999 R. Mitkov reports a projed
which has atruly multili ngual charader. His robust, knowledge-poa approach (Mitkov
1998 see 4so subsedion 3.3.2 6 the aurrent paper) was initially developed and tested
for English, bu was aso adapted and tested for Polish and Arabic. It was foundthat the
approadh could be adapted with minimum modificaion for both languages and
moreover, even if used withou any modification, it still delivered acceptable success
rates. Evaluation shows a success rate of 89.7%6 for English, 93.3% for Polish and
95.806 for Arabic. The gproad is currently being tested for Finnish, French and
Russan (Mitkov 199%).

5.3 Anaphora resolution in the world of growing resources

Anndation d referentia links has not yet benefited from the level of automation
enjoyed by its lexicd, syntadicd and semantic "courterparts'. For instance part-of-
speedt tagging hes hown remarkable acuracy (99.26 seeVoutilainen 1995 and word
sense disambiguation hes reported acaragy of more than 96%° (Yarowsky 1995.
Even though no padicd domain-independent parser of unrestricted texts has yet been
developed (Carroll & Briscoe 1996), there ae robust domain-independent parsers
which are &le to parse aound 8@%6 of the sentences from genera text corpora with
bradketing recdl and peasionin theregion d 83% (Carroll & Briscoe 19961); parsers
spedfic to particular corpora or text genres (e.g. Collins 1997 can achieve 100%
coverage and upto 87®6 recdl and preasion. However, "referential tagging’ has not
been fully explored (and developed) and this is due, no douly, to the complexity of
automatic anaphara (or more general, coreference) resolution.

One of the best known tods for annaation d anapharic linksin a corpusis XANADU -
an X-windows interadive ditor written by Roger Garside, which dffers the user an
easy-to-navigate environment for manually marking pairs of anaphas-antecedents
(Fligelstone 1992). In spite of its attradive fegures, XANADU is dill based onmanual
antecadent identification and labelling. Manual annaation, havever, imposes a
considerable demand on human time and labour.

R. Mitkov has put forward the idea of incorporating hs robust, knowledge-poar
approad to anaphara resolution (Mitkov 199€) within a larger architecure for rough

“Except for Aone and McKee(Aone & McKee1993; their paper, however, does not report evaluation
of anaphararesolution in the languages mentioned (Engli sh, Japanese, Spanish)

“Thisacaracgy, however, has been challenged in personal communicaion by dher authors onthe basis
that it has been tested onalimited number of words only; evaluation results on larger samples dill show
acairagy of over 94% (Wilks & Stevenson 1998
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automatic annatation d anapharic links in corpora. The proposal deds with pronaminal
anaphaaonly and "roughannaation” implies that a follow-up manual correcionwould
be necessry.

Automatic referential links in corpora is a highly attradive reseach task that will
definitely need further attention in the future.

5.4 A few open questions

There ae anumber of questions that remain urenswered o need further attention and
which are diredly related to the nation d fadorsin anaphara resolution such as (i) how
dependent are fadors? (ii) do fadors hold goodfor all genres? (iii) how multili ngual
can fadors be? ad (vi) which isthe best order to apply the fadors?

5.4.1Dependenceand mutual dependence of factors

Whileit isvita to arrive & a wmprehensive list of contributory fadors (or a ore set of
maximally contributory fadors), it is worthwhile to consider not only the impad of
eadt fador on the resolution processbut also the impad of fadors on aher fadors. A
key issue which neeals further attentionisthe "(mutual) dependence’ of fadors.

In order to clarify the nation d (mutual) dependence it would be helpful to view the
"fadors' as"symptoms’, "indicaors" i.e. as "present” or "absent” in a cetain discourse
situation. For instance, if "gender agreament” holds between a candidate for an anaphar
and the anapha itself, the symptom or indicaor "gender agreement” is sid to be
present. Similarly, if the candidate is in a subjed position, the symptom "subjec¢hood'
is sid to be present.

Dependence/mutual dependence of fadors is defined in the following way. Given the
fadors x and vy, the fador y is sid to be dependent on fador x to the extent that the
presenceof x impliesy. Two fadors will be termed mutually dependent if ead depends
onthe other.

The phenomenon d (mutual) dependence has not yet been fully investigated (see
Mitkov 1997h, bu it isfelt that it can play an important role in the processof anaphaa
resolution, espedally in algorithms based onthe ranking d preferences. Information on
the degree of dependence would be espedaly welcome in a @mprehensive
probabili stic model and will undoultedly lead to more predse resullts.

5.4.2Do the factors had goodfor all genres?

It is believed that it isimportant to investigate whether or nat a speafic fador is genre-
spedfic or if it holds good for al genres. Such information could prove to be very
helpful in designing and developing a genre-spedfic anaphara resolution system. For
instance, Mitkov's genre-spedfic robust pronounresolution approad which is based on
anumber of genre-spedfic indicaors, shows a high successrate in the range of 90% for
the genre of technicd manuals (Mitkov 19980).
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5.4.3Factors and multili ngudity

Do fadors hald equally good for al languages? Preliminary findings (Mitkov et al.
1998 on the basis of a few languages (English, Arabic, Polish, Rusdan, Finnish)
suggest a negative answer to this question bu further study into ather languages would
be of interest and will have adired implicaion for the development of multili nguel
anaphaa resolution systems. There ae cetain fadors that work well for al 1anguages
(e.g. collocaion) and fadors that are typicdly mondingual (e.g. the “relative pronoun
indicator” which is goodfor Arabic only, see Mitkov et a. 1998. On the other hand,
multili ngual fadors do nd work equaly well for al languages. For instance the
typicdly multilingual constraint of number agreement is more obligatory for some
languages and less obligatory for others (Mitkov 1998l). Also, referentia distance
plays amore important role in Arabic than in English.

In a multili ngual robust pronounresolution system Mitkov and coll eagues (Mitkov et
al. 1998 used a wre set of multilingual fadors (whose scores may differ for eat
language, though as a basic platform which is enhanced by additional language-
spedfic fadors eat time alanguage (English, Arabic, Polish) is adivated.

5.4.40rder of constraints and priority of preferences

Does order of constraints matter? Since "absolute” constraints have to be met, na
complying with any o them means discourting candidates. Therefore, it is apparent
that the order in which the mnstraints are gplied dces not matter.

In a system which incorporates both constraints and preferences, it would be natural to
start with constraints and then to switch to preferences. It isfeaed, hovever, that unless
there is a comprehensive list of exceptions, simply discourting candidates on the basis
of gender and number agreement in English could be risky (there ae anumber of cases
where mlledive nours may be referred to by dura pronours and cases where plural
nours may be referred to by a singuar pronour?). Therefore, uness we have such a
comprehensive list, ou personal inclination would be to rely on a preferences-based
architedure.

As far as preferences are ooncerned, it would be natura to start with the more "con-
tributory" fadors in terms of numerica value or perhaps even better, with the most
discriminative fadors. In ou experiments © far we have tried bah descending (starting
first the higher value fadors) and ascending aders of applicaion. We did na find any
esentia difference in the final result. However, the seaching processin the second
optionwas, as expeded, longer.

For preferences-based computational strategies which employ all preferences to reat a
judgement as to whether a cetain NP shoud be acceted as an antecalent or nat, the
order of applicaion o fadors does not matter at al sincethe final dedsionis made on
the basis of the aggregate score generated by the scoring formula.
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